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2.05 2D Integrals and the Gauss-Green
Formula
Basics

B.1) 2D integrals [ f[x, yldxdy for volume
measurements

Here's a plot of a functiony f[x]:
Clear [f, x 1;
f[x_] =E%2% Cos[4x];
{a,b}={0,41%;

fplot = Plot [f [Xx], {X, a, b 1}, PlotStyle - {{Blue, Thickness [0.01 1}},
AxesLabel - {"X","y" }1;
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To get the points on the plot, you go to a point
{Xo, O}
on the x-axis underneath or above the plot and then you run a line to
the point
{Xo, fXol}

on the curve like this:

X0 = 1.5;

Show[fplot,
Graphics [{PointSize [0.02 ], Point [{x0, 0 }]}1,
Graphics [{PointSize [0.02 1, Point [{x0, f [x0]1}]}1,
Graphics [{Red, Line [{{x0, 0 }, {xo,f [x0]}}1}11];
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Play with this by resettingpxand rerunning.
You can get a pretty good idea of what the curve looks like by just

looking at the tips of the little line segments:
b-a

xjump =

Show[ fplot,

Table [{Graphics [{PointSize [0.02 ], Point [{X, 0 }]}1,
Graphics [{PointSize [0.02 ], Point [{x, f [x]1}1}],
Graphics [{Red, Line [{{x, 0}, {x,f [X1}}1}1},

{X, a, b, xjump  }11;

You can plot a surface=zf[x, y] like this:
Clear [f,x,y 1;
fIx,y_ 1 =231x24+23y?2;
{{a,b} {c,d}} = {{-2,3} {-1,41}

surfaceplot = Plot3D [f [x,y 1, {x,a b }, {y,c,d },
DisplayFunction -> Identity  1;
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spacer = 0.2;
threedims =
Graphics3D [ {
{Blue, Line [{{a, 0,0 }, {b,0,0 }}1},
Text ["X", {b + spacer,0,0 }],
{Blue, Line [{{0,c,0 }, {0,d, 0 }}1},
Text ["y", {0, d + spacer,0 }1,
{Blue, Line [{{0,0,0 1}, {0,0,50 }}1},
Text ["z", {0,0,50 + spacer }1}1;

CMView = {2.7,1.6,1.2 };

fplot = Show[surfaceplot, threedims,
ViewPoint -> CMView, PlotRange -> All,
DisplayFunction

-> $DisplayFunction 1;
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OB.1.a)
Explain the meaning of the plotted points that make up the surface.

OAnswer:
You do it just as you did it above.
To get the points on the plot, you go to a point
{Xo, Yo, 0}

on thexy-plane underneath or above the surface. Then you run a line tc

the3 D point

{Xo, Yo f[Xo0, Yol}
like this:
(x0,y0 } = {25,3 };

Show [ fplot,

Graphics3D [{PointSize [0.02 ], Point [{x0, yo, 0 }]}],
Graphics3D [{PointSize [0.02 ], Point [{xo0, yo,f [x0,yo 1}1}1],
Graphics3D [{Red, Line [{{x0,yo, 0 }, {xo,yo,f [xo,yo 1}}1}11;
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Play with this by resettinxg andy, and rerunning.
You can get a pretty good idea of what the surface looks like by just
looking at the tips of the little line segments:

um b-a
Xju = H
Jump 3

X d-c

ump = ;
yjump 3
Show[fplot,

Table [{Graphics3D [{PointSize [0.02 ], Point [{X,y,0 3}]}1,
Graphics3D [ {PointSize [0.02 ], Point [{x,y,f [X,y 1}1}1,
Graphics3D [{Red, Line [{{X,¥,0 }, {X,y.f [Xy 1}}1}1},
{x,a b, xjump }, {y,c d yjump }11;
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Think of the line segments as poles propping up the surface.
If the base of the pole is {X, y}, then the height of the polef[x, y].

OB.1.b.i) How to use a double integral to measure volume
Take another look at the plot from part a) immediately above:
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Clear [f,x,y 1
fIx,y_1=31x2%2+23y7%
({a b}, {c,d}} = {{-2,3} (-1,41}

surfaceplot =
Plot3D [f[x,y 1, {x, a b }, {y.cd },
DisplayFunction -> ldentity  1;

spacer = 0.2;
threedims =
Graphics3D [{
{Blue, Line [{{a, 0,0 }, {b,0,0 }}1},
Text ["X", {b + spacer, 0,0 }1,
{Blue, Line [{{0,c,0 }, {0,d, 0 }}1},
Text ["y", {0, d + spacer,0 }],
{Blue, Line [{{0,0,0 }, {0,0,50 }}1},
Text ["z", {0,0,50 + spacer }1}1;
CMView = {2.7, 1.6, 1.2 };

fplot =
Show[surfaceplot, threedims,
ViewPoint -> CMView, PlotRange -> All,
DisplayFunction

-> $DisplayFunction 1;

How do you use the double integral

S fIx, yldxdy
to measure the volume of the solid consisting of everything between
the surface plotted above and the xy-plane?

OAnswer:

Look again at the poles like those plotted above:

X b-a
xjump = ;
Jump )

ump < d-c
yjump = o
Show[fplot,

Table [{Graphics3D [{PointSize [0.02 ], Point [{X,y,0 3}1}1,
Graphics3D [{Red, Line [{{X,¥,0 3}, {xVy,f [XYy 1}}1}1},
{x,a, b, xjump }, {y,c d,yjump }1];

The solid region you're talking about consists of all the poles you get
when you plot all the possible poles (not just those plotted above).
When you plotted this surface on the top, you ran
x fromatob
and you ran
y fromc tod.
The volume of the solid is given by the double integral
S RfIx, yldxdy
whereR is the rectangle in tkxy-plane consisting of all points
{x,y,0witha<x<bandc<y=<d.
You can calculate the volume measurement
Jfix, yldxdy
by writing it as
fcdfabf[x, yldxdy
which you get fronMathematicawith:

b ~d

| Jj-f[x,y]dlydlx
a [

430
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The volume of the solid measures ou430 cubic units.

OB.1.b.ii) Why double integrals measure volume
What is the physical process that confirms that the double integral
JfIx, yldxdy = fcdfabf[x, yldxdy
actually measures the volume of the solid described in part i)?

OAnswer:
Look at some slices of the solid consisting of everything between the
surface plotted above and ixy>plane:

Clear [slice, x, vy, t 1;

slice [y_1 : = ParametricPlot3D
{t, 0,1 }, PlotPoints - {Automatic, 2 }, DisplayFunction

d-c

[{x,y,0 }+t {0,0,f [x, ¥y 1}, {xab }
- Identity 1;

jump =

Table [Show([fplot, slice
{y,c. d jump 3}1;
-2

[y1, DisplayFunction - $DisplayFunction 1.
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Animate these.
The physical process of calculating
d b ,
Je L fix, yldxdy
involves two steps.
First step:
For eacty with c <y < d, you calculate
b .
fa f1x, yldx:
Clear ([first, X, y 1;
b
first  [y_] = J fx,y 1dx
36.1667 +11.5y 2
Asy advances frorc tod, first[y] measures the area of the slices that
sweep out the solid.

For instance,

] first  [3]
139.667
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measures the area of this slice of the solid:

| Show [ fplot, slice [3], DisplayFunction - $DisplayFunction 1;
-2

You say that the plot reveals tif[x, y] is negative for thx's andy's
involved in the calculation of

Second step: f()Afozf[X' yldxdy.
d.. d rb
Calculate [firstly] dy = [ ['f[x, yldxdy. o This is why [* [%f[x, y] dxdy is negative.
This second integral sums up the area measurements of the individue You go on to tell Cal that if he wants a measurement of the volume of
slices and measures the volume. the solid whose BOTTOM skin is the plotted part of the surface and
d
| second = j first  [yldy whose TOP skin is the rectangle in xyzplane consisting of the
430. points{x, y, 0} with 0 < x <2 and0 <y < 4, then he can get the
Compare tdMathematic& calculation of measurement by calculating
d b . 4 2
fcfaf[x, yldxdy: —fofof[x, yldxdy:
d ~b 2 ~4
fIx,y 1dxady _
|£L | LLf[x,y]dydx
430. 42.6468
Bingo. Positive.
_ Now Cal is happy and so are you.
B.2) What [ [ fIx, yldxdy means wherf[x, y] isn't always B.2.b.)
oB.2.b.i
positive Here's a calculation of
OB.2.a) f04f05f[x, yldxdy
Here's a calculation of for f[x, y] = (x - 3) E>43:
4 2 Clear [f, X,y 1I;
I o fix. vl dxdg/43 (g 1 X -3y ooy
for f[X, y] =(x-3)E~ Y Integrate  [f [,y 1, {X,0,5 }, {y,0,4 }]
Clear [f,x,y 1; -26.6542
f DLy 1= -3) E9%Y Try to interpret this calculation.
j J fIx,y 1dydx OAnswer:
0 Jo
42,6468 Look at the integral
Negative. 4 5
. . . X, yldxd
When the dweeby Calculus Cal looked at this, he said, "This has got fO fo [x.y] -y
to be wrong because double integrals measure volume and volume and the corresponding plot f[X, yI:
can't be negative." {ab} =05}
What do you say to Cal in response? fcdy = {04}
fplot = Plot3D [f [X,y 1, {x,a, b }, {y,c,d 1},
OAnswer: DisplayFunction -> ldentity  ];
First, you tell Cal to stop picking his nose. spacer = 0.2;
But then you realize that Cal's question does have scientific merit and e miosan (¢
you answer it by telling Cal to look at the integral ‘B'”‘i’e';i”f,,x,,[“ﬁ; o 2p;c'er{bd 90 i
4 (2 ine N ‘o .

. {Blue, Line [{{0,c,0 }, {0,d, 0 }}1},
fo J;) f[x, yldxdy Text ["y", {0, d + spacer,0 }],
and the corresponding plotf[x, y]: {Blue, Line [{{0,0, -10}, {0,0,5 }}1},

Text ["z", {0,0,5 + spacer }]}1;
{a,b} ={0,2} CMView = {2.7,16,1.2 };
{¢d} =104y
fplot = PIotSD_ [fxy1, x a, b} (y.cd }, Show[fplot, threedims, ViewPoint -> CMView,
DisplayFunction -> Identity  1; DisplayFunction -> $DisplayFunction 1;
spacer = 0.2;
threedims =

Graphics3D  [{

{Blue, Line [{{a, 0,0 }, {b,0,0 }}1},
Text ["X", {b + spacer, 0,0 }],

{Blue, Line [{{0,c,0 }, {0,d,0 }}1},
Text ["y", {0, d + spacer,0 }],

{Blue, Line [{{0,0, -10}, {0,0,5 }}1},
Text ["z", {0,0,5 + spacer }1}1;

CMView = {2.7,16,1.2 };

Look at the plot to see thf[x, y] is sometimes positive and sometimes
Show[fplot, threedims, ViewPoint -> CMView, . . .
DisplayFunction ~ -»> $DisplayFunction  1; negative ax varies betwee0 and5 andy varies betwee0 and4.

The upshot:
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4 5
Iy | fix, yldxdy
does not measure any specific volume.
OB.2.b.ii)

Now you know that when you go with
fix, yl = (x - 3 E>4%,
then you can calculate

4 05
I | fix, yldxdy.
Clear [f,x,y 1;

fIX,y_ 1= (x-3) B

5 ~4
JJf[x,y]dlydlx
o Jo

-26.6542
But the integral doesn't measure any specific volume becpysd f
takes on both positive and negative values as x varies between 0 and
and y varies between 0 and 4.
Just how can you interpret this integral?

OAnswer:

Look at:

I fixyl
E0‘43y (73+)<)

You can see that
flx,y]=0forx=3
and
f[x,y]=0forx <3.
To get the interpretation nfo4f05f [X, yldx dy, write
Gl
[ o fIx, yldxdy + [ [, yldxdy.
- In the first integralf[x, y] = O; so

fo4f03f[x, yldxdy
measures the volume of the solid whose BOTTOM skin is the rectang
in thexy-plane consisting of all poin{x, y, 0} with 0 < x <3 and
0 <y =<4 and whose TOP skin is the surfiz = f[x, y] plotted with
O<x=<3and0<y=<4.
- In the second integré[x, y] < 0; so

L‘lf;f[x, yldxdy
measures the NEGATIVE of the volume of the solid whose TOP skin
is the rectangle in trxy-plane consisting of all poin{x, y, 0} with
3=x=5and0 =<y =<4 andwhose BOTTOM skin is the surface
z = f[x, y] plotted with3<x<5and0 <y < 4.
Consequently,

fo4f05f[x, yldxdy = f04f03f[x, yldxdy + f04f35f[x, yldxdy
measures the difference of the two volumes of the two solids calculat:
above.
Just a little bit esoteric.

B.3) Trying to calculate [ [ f[x, yldxdy whenR isn't a
rectangle

OB.3.a) Low to high

Here is a little region R on the xy-plane.
Clear [high, low, x 1;
high [x_] =2Sin [7;—)(]

1
I = — -3);
ow [X_] 2X(X )

regionplot = Plot [{high [x],low [x]}, {x, 0,3 1},

2.05.B2-B3

PlotStyle - {{Blue, Thickness [0.01 ]}}, AspectRatio - Automatic,
AxesLabel - {"x","y" '}, Epilog - {Text ["y = high [x]1", {0.7,15 }],
Text [y = low [x]", {2.0, -0.8 }], Text ['R", {1.5,1 }1}1;

The region R consists of all points between and on the plotted curves.
Calculate

JRfIx, yldxdy
for

f[X. y] — E—0.4><—0.3y.

OAnswer:

Enter the functiorf[x, y]:

Clear [f,x,y 1;
f X,y 1= E-D.Ax -03y
E—O‘Ax -0.3y

To setup

St yldxdy
for calculation, you need a convenient way of slicRig

Here's one:
Clear [slice, sliceplot, x 1;
slice [x_1:=
Graphics [{Red, Thickness [0.01 1, Line [{{X, low [x1}, {X high [x1}}1}1;
sliceplot [x_1:=
Show[regionplot, slice

[x1, DisplayFunction - Ildentity  1;

Show[sliceplot [1], DisplayFunction - $DisplayFunction 1;

Y
2

1.5(= hifg
1
0.5
b3
o1 71x]

You slice from low to high, and this means that you integrate with
respect tey first. This tells you how to set up

JRfix yidxdy = [(fodsix, y1dy) ax
for calculation:

Clear [first 1;
high [x]
first  [x_1 =j fIx,y 1dy
low [x]
3.33333E (0.05 -0.15x ) x _ 3.33333E 0.4x -0.6Sin [ 2
You can't use Nintegraten the first integral
because the formula for the first integral includes an X.
You can use NIntegratem the second integral.
| second = Nintegrate [first [x], {x, 0,3 }]
3.20682

Here's how to ge¥lathematicato calculate the double integral
JRfIx, yldxdy = fo?’flh'gh[XJf[x, yldy dx

ow([Xx]
in one sweet instruction wilNIntegrate:

| Nintegrate [f[x, y 1, {x,0,3 }, {y, low [x], high [x]}]

3.20682
Done.

OB.3.b) Left to right

Here is another little region on the xy-plane.

Clear [left, right, y 1;
left [y_1=vV;
right [y_1=2-y%

275



2.05.B3-B4

regionplot = ParametricPlot [{{left [yl,y}, {right [yl,y }}, {y, -2,11},
PlotStyle - {{Blue, Thickness [0.01 ]}}, AspectRatio - Automatic,
AxesLabel - {"x","y" '}, Epilog - {Text ["x = left [y]", {-1, -0.6 }1,

Text ["x = right [yl", {15, -13}], Text ['R", {1, -0.5 }1}1;

B.4) The Gauss-Green formula helps you calculate

JLfIx, yldxdy
One part of the art of mathematics is knowing how to avoid miserable
calculations. The Gauss-Green formula is a tool for avoiding
miserable calculations.
The Gauss-Green formula says this:
When you have a parameterizatiait], y[t]} of the boundary of a
region R in the xy-plane with the extra feature thdtabsances from
a to b, the point&x[t], y[t]} advance around the boundary of R exactly

-2
The region R consists of all points between and on the plotted curves ; :
Calculgte P P once in the counterclockwise way, then you are guaranteed that

[ [fix, yldxdy ffRixn[x, yl - dymix, yldxdy
for = [ mixIt], yItl X[t + nix[t], y[t] y'[t] dt.
fix, yl = xy. It's a funny-looking formula, but don't let it intimidate you. Its
oAnswer: weirdness gives it the utility of a crescent wrench because you can

Enter the functiof[x, y]: adjust it to many situations.
I Y Get to feel comfortable with this formula because you can use it to
Clear [f,x,y 1;

ey 10y side-step a lot of miserable calculations.
xy 0OB.4.a) Gauss-Green for calculating double integrals

To set up Use the Gauss-Green formula to help calculate the double integral

J:fix, yldxdy J]RO0E+y>) EY dxdy
where R is the region inside the ellipse

for calculation, you need a convenient way of slicg (22 4y2=1
U E - '
Here's one: OAnswer:
Clear [slice, sliceplot, ; '
sice {y_]  Sieepiohy ! Here's how you use the Gauss-Green formula

Graphics [{Red, Thickness [0.01 ], Line [{{left [yl,y }, {right [yl,y }}1}1;
sliceplot [y_1:=
Show[regionplot, slice [y1, DisplayFunction - Identity 1;

ffRax n[x, yl —dym[x, yldxdy

= fabm[x[t], YIUIX'[t] + nix[t], y[tl] y'[t] dt
to calculate

J]RO0E+y») EY dxdy.
You just say

Show sliceplot [-0.5 1, DisplayFunction - $DisplayFunction 1;

y —
: f[x, yl = 0 +y) EY
0.5 m[x, y] = 0 and
« X
o i nix, yl = ['fls, yids:
x = leftAy7
_ . Clear [X,y,n,m,t s 1;
1 x ZTig fIx,y_ 1= (x2+y?)EY;
. mix_,y_1=0;
-2 i
nix_, y_ 1 =Jf[s,y]dls
o

You slice from left to right, and this means that you integrate with
respect tx first. This tells you how to set up

%E’y x3 +EY xy?

1 prightly]
SR yldxdy = [, [ fx, yldx dy
for calculation:
Clear [first 1;

right  [y]
first  [y_1 =J fIx,y 1dx
I

left  [y]
5y3 5
2y - Sy
You can't use NIntegraten the first integral
because the formula for the first integral includes an X.

Youcanuse NIntegraten the second integral.
1
| second =j first  [x] dx
-2
9

8

Here's how to ge¥lathematicao calculate the double integral

1 prightly]
Jfix, yldxdy = [, oty 106 Y1dxdy

in one sweet instruction:

1 ~right [y]
j f fixy 1dxay
-2Jleft [yl
2

8
Done.

This gives you

f[x, y] = D[n[x, y], X] = D[m[X, y], yI:
] (DInix,y 1,x1-DImx,y 1,y 1, f [xy 1}
(EYX2+EYYy2 EY (x2+y?))

Now you know that
JROE+y»EYdxdy = [ [-f[x, yldxdy
= [ RDInix, yI, x] - DImIx, yI, y) dxdy
= [PmIx[t], yItII XTt] + nixt], yitll y[t] dt
where{x[t], y[t]} is a parameterization of the ellipse
(3P +y?=1
chosen so that the poir{x[t], y[t]} advance around the ellipse exactly
once in the counterclockwise fashiont aslvances frora tob.
One parameterization of
(3P +y?=1
that does this nicely is
{x[t], y[t]} = {2Codt], Sin(t]}
with a=0 andb = 2.
The upshot:
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JR0E+y)EVY dxdy

is given by:
a=0;
b = 2Pj

Clear [x,y,t 1;
(X[t 1,y [t_1} = {2Cos[t], Sin [t]};

Nintegrate [
MX[t],y [t11X [t] + nix[t],y [t11y [t], {ta b }]
8.80785

That's all there is to it.
You're out of here without worrying about slicing or anything like that.

0B.4.b)

To use the Gauss-Green formula to calculate

S fIx, yldxdy,
you need a parameterizatiprt], y[t]} of the boundary R with the
extra feature that asadvances from a to b, the poifwst], y[t]}
advance around the boundary of R exactly once in the
counterclockwise way. Then you are guaranteed that when you set

ix, yl = [f[s, Yl ds,
you are guaranteed that

Jhfx, yldxdy = [nixitl, yitll Tt dt.
The beauty of this is that it allows you to calculate a 2 D integral by
means of a single integral that you can usually calculate with
Nlintegrate.
Discuss why this works.

OAnswer:
It's all a matter of the fundamental formula of calculus.
The fundamental formula of calculus tells you that when you start witt
a functionf[x] and you put
nix] = [¥f[s]ds,

you are guaranteed that
D[n[x], x] = f[x].
Try it out.

Clear [f,n,s,x 1;
f [x_] =xSin [Random[Real, {-5,5 }]x];

X
nix_] =J f[s]ds
o
0.128951 (-2.78476 x Cos [2.78476 x ] + Sin [2.78476 X 1)

CompareD[n[x], X] andf[x]:

| {DInix1, x 1. f [x1}
{1.xSin [2.78476x ], xSin [2.78476Xx ]}

The same. Play with this by changif[x] and rerunning.
The fundamental formula also says that when you start with a functior
f[x, y] and you put
n[x, yl = foxf[s, yids
you are guaranteed that
oyn[x, yl =f[x, yl.
Try it out.

Clear [f,n,s, X,y 1;
fIx,y_ 1=x*Sin [y];

X
n[x_,y_]:jf[s,y]dls
0

%xs Sin [y]

CompareD[n[x, y], X] andf[x, y]:

| OIix,y 1, x1,f [xy1}
(x2sin [y],x2Sin [y]}

The same. Play with this by changif[x, y] and rerunning.
When you feel comfortable with this, then you are ready to use the

2.05.B4

Gauss-Green formula comfortably.

Here is the Gauss-Green formula:
When you have a parameterizat{x[t], y[t]} of the boundary of a
regionR in thexy-plane with the extra feature thattadvances frora
to b, the pointyx[t], y[t]} advance around the boundaryRéxactly
once in the counterclockwise way, then you are guaranteed that
[ J@xnix, yl -8y mix, yldxdy
= fabm[x[t], Y[t X[t] + n[x[t], y[tll y'[t] dt.
To use this formula to calculate
S fix, yldxdy
for a given functiorf[x, y], you just set
m[x, y] = 0 for allx's andy's
and you set
nix, yl = [ f[s, ylds.
This guarantees that
oxn[x, y] = f[x, y] anddy m[x, y] = 0.
So
JRfix, yldxdy
= ffRD[n[x, yl, Xl dxdy
= [ L(OInix, yl, x] - 0)dxdy
= | |DInix, y1, xI - DImIx, yl, y) dxdy
= fabm[X[t], YItTX[t] + nix[t], y[tl]y'[t] 4t
= [0+ nixitl, vty [th dt

= [Pnix(t], yity'It dt.
Explanation complete.

OB.4.c)

The region R in the xy-plane consists of everything inside and on the
curve you see below:

Clear [x,y,t 1;

{X[t_1,y [t 1}=12,3})+{Cos[t] (2-15Cos [2t ]2), Sin [t1};

{a,b}={0,2 n};

ParametricPlot [{x[t],y [t]}, {ta b 3},
PlotStyle - {{Thickness [0.01 ], Blue }}, AspectRatio - Automatic,
AxesLabel - {"x","y" '}, Epilog - Text ["R", {2,3}11];

0.5 1 1.5 2 25 3 35%
Use the Gauss-Green formula to calculate

[Py dxdy.
OAnswer:

First check to see whether the parameterization of the boundRrisof
counterclockwise:

early = ParametricPlot [{x[t],y [t]1}, {taa +1},
PlotStyle - {{Thickness [0.01 ], Blue }}, AspectRatio - Automatic,
AxesLabel - {"x","y" }1;
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26 28 32 34 %

later = ParametricPlot [{x[t],y [t]}, {ta +1,a +3},
PlotStyle - {{Thickness [0.02 1, Red }}, AspectRatio - Automatic,
AxesLabel - {"x","y" }1;

] Showfearly, later 1;
y

NBO N

0.5 1 1.5 2 2.5 3 3.5%
Yep; counterclockwise.
Now enterf[x, y] = x?y:
Clear [f];
| fIxLy_ 1=x2y
x2y
Setn[x, y] = [f[s, yl ds:

Clear [n,s 1;

X
n[x,,y,1=ff[s,y1dls
0

x3y
3

Calculate
JfIx, yldxdy =

b .
JJRDInix, yl, x]dxdy = ["n[x[t], yitly'[t] dt:

| Nintegrate [n[x[t],y [t1]Yy [t], {t.a b }]

52.706

No sweat.

OB.4.d)
What else is the Gauss-Green formula good for?

OAnswer:
If you're going on to vector calculus, you'll see that the Gauss-Green
formula is at the base of a lot of the measurement procedures you'll
learn.
Even if you're not going on to vector calculus, you'll see it used for a
couple of snazzy things in this lesson.
Stay tuned.

B.5) An indication of some of the ideas behind the
Gauss-Green formula

0B.5.a)
What are some of the ideas behind the Gauss-Green formula?

OAnswer:
The Gauss-Green formula says this:
When you have a parameterizat{x[t], y[t]} of the boundary of a
regionR in thexy-plane with the extra feature thattavances frora
tob, the pointy{x[t], y[t]} advance around the boundary R @&xactly
once in the counterclockwise way, then you are guaranteed that

2.05.B4-B5

f le?)xn[X: yl—-dymix, yldxdy
= fa mx[t], [t X'[t] + nx[t], y[tl] y'Ttl dt.
Actually the Gauss-Green formula comes from a pair of formulas:
> [ fdknix, yldxdy = [Pnix(t], yitllyTt] dt,
and
> —ffRE)ym[x, yldxdy = fa\bm[x[t], vt x[t] dt.
You might say both of them are manifestations of the fundamental
formula.
Here's the idea behind the formula
~ [ fdymix, yldxdy = [/mix{t], yIt] X[t dt,
and it's going to be a hard pill to swallow:
SupposeR is the region between the cuny = high[x] andy = low[x]
as follows:

Run the blank cell immediately below.

y = low[x]
Take any functiom[x, y] and calculate
[ Jdymix, yldxdy
as follows:
[ Jdymix, yldxdy
= [ Loy mix, yldy dx

= [ foit gy mix, y] dy dx

= fcdm[x, highlx]] — m[x, low[x]] dx.
Put this aside for a little while.
A way to parameterize the boundary curviRah accordance with the
restrictions laid down in the Gauss-Green formula is to put

{X[t], y[t]} = {t, low[t]} forc <t < d.
This starts on the far left of the low curve and brings you over to the far
right along the low curve IN THE COUNTERCLOCKWISE fashion.
Continue on the high curve from far right to far left by putting

{XIt], yltl} = {2d - t, high[2d — t]}
ford<t<(@2d-o).
Puta= c andb = 2d - ¢ and note that @sadvances frora tob,
{x[t], y[t]} goes around the boundary curve exactly once and it goes in
the counterclockwise fashion.
Now

[Pmixqt], yitl X[t dt = [2*mix[t], yit]] x[t] dt

= [mix(t), yitl Xt dt+ 7 mixit], yit] X[t dt

= [“mit, low[tll dt+ [7*°m[2d -, high2d - t] (- 1) dt.
The substitutioru = 2d — t transforms

J2*m[2d -t, high2d - t] (-1 dt
into

Jmlu, highul] dt = — [*m[u, higH{u]] dt.
So

[Pmix(t, yt x|t dt

= [“mit, low[t]] dt - [“m[u, higH{ul] du
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= fcdm[x, Iow[x]]clx—fcdm[x, highix]] d x.
But from above,

J ]RPImix, yl, yl dx dy

= fcdm[x, high{x]] — m[x, low[x]] dx.
Shazam!
The inescapable conclusion is:

J (=DImix, yl, y) dxdy

= [Pmix[t], yitll XTt] dt.

To see the idea behind the companion formula
ffR(D[n[X, yl, XD dxdy
= [Pnixitl, yitly't at,

do the same thing as above but modify it at the start by going with
left[y] andright[y] as in the plot below; then integrate first with respect

to x and second with respectyo

Run the blank cell immediately below.

y

xf\efl—f?/

At this point, you have the idea behind the formulas
[ |y(=8ymix, yD) dx dy
= [Pmix[t], yitl xTt] dt

and
ffRax nix, yldxdy
= [InixIt, yit 't dt.

Add both formulas together to get the full-blown Gauss-Green formule

J Jz0xnix, yl - dymix, yldxdy
= fabm[X[t], YIHIIXt] + nix(t], Y[t y'[t] dt.
"Nuff said.

2.05 2D Integrals and the Gauss-Green
Formula
Tutorials

T.1) Using a 2D integral to measure area

OT.1.a) Area measurements by double integrals

Here's a little region R in the xy-plane:
Clear [high, low, x 1;
high [x_] = 2 E"%2% Sin [:—x]
low [X_] =0.05x 3 (x -4);

regionplot = Plot [{high [x],low [x]}, {x, 0,4 1},
PlotStyle - {{Blue, Thickness [0.01 ]}}, AspectRatio - Automatic,

AxesLabel - {"x","y" }, Epilog - {Text ['y = high [x]", {3, 1.1 }],

Text ["y = low [x]1", {3, -1.2 }], Text ["R", {2,1}1}1;
y

1 hi gh[x]
0.5
- X
-1
]

2.05.B5-T2

Use a single integral to measure the area of the region R between the
two curves, and then use a 2 D integral to make the same measureme

OAnswer:
Without 2 D integrals, you just calculate
jglhigh[x] — low[x] dx:

] Nintegrate [high [x] -low [x], {X, 0,4 }]
6.02594

With 2 D integrals you sef[x, y] = 1 for allx's andy's and calculate
4 ~high(x]
JRfx, yldxdy = ] fIO\:\?[x]X f[x, y]dy dx:

Clear [y1;
Nintegrate [1, {x,0,4 }, {y, low [x],high [x]1}]
6.02594
The reason this works is that when you go with
fix,yl=1

for all x's andy's, ther [ [.f[x, y] dx dy measures the volume of the

flat solid one unit high whose vertical sides have the same shRe as

Clear [r1];
top = ParametricPlot3D [{x low [x] +r (high [x]-low [x]),1}, {x,0,4 },
{r, 0,1 3}, PlotPoints - {Automatic, 2 }, DisplayFunction - |dentity 1;

bottom =
ParametricPlot3D [{x, low [x] +r (high [x]-low [x]),01}, {x,0 4 },
{r, 0,1 }, PlotPoints - {Automatic, 2 }, DisplayFunction - |dentity 1;

sidel = ParametricPlot3D [{X, low [x],r 3}, {X,0,4 3}, {r,0,1 1},
PlotPoints - {Automatic, 2 }, DisplayFunction - Identity  1;

side2 = ParametricPlot3D [{x, high [x],r}, {x,0,4 }, {r,0,1 1},
PlotPoints - {Automatic, 2 }, DisplayFunction - Identity  1;

CMView = {2.7,1.6,1.2 };
Show[top, bottom, sidel, side2, ViewPoint - CMView,
DisplayFunction - $DisplayFunction 1;

Because this solid is one unit high, the volume measurement of the
solid also gives you the area measurement of its base.
The upshot:
When you go witt [x, y] = 1 for allx's andy's, then
Jff1x, yldxdy
measures the areaRf

T.2) Volume measurements with 2D integrals

OT.2.a.0)

Here's a plot of the surface
z=f[x,y] =12-x+2y
above the rectangle R in the xy-plane consisting of all pgimntg 0}
with
-l=x=3and-1l=sy=<2:

Clear [f, X,y 1;
fIx,y 1=12-x4+2y;
{{ab} {cd}} = {{-1,3}, (-1,2}}

surfaceplot = Plot3D [f[x,y ], {x,ab } {y,c,d },
DisplayFunction -> Identity  1;

Rplot = Graphics3D [
Polygon [{{a,c,0 }, {a,d, 0 }, {b,d, 0 }, {b,c,0 }}I11;

label = Graphics3D [Text ['R", {2,15,0 1}11;

spacer = 0.2;
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threedims =
Graphics3D  [{

{Blue, Line [{{a, 0,0 }, {b,0,0 }}1},
Text ["x", {b + spacer,0,0 }I,

{Blue, Line [{{0,c,0 }, {0,d, 0 }}1},
Text ["y", {0, d + spacer,0 }1],

{Blue, Line [{{0,0,0 }, {0,0,16 }}1},
Text ["z", {0,0,16 + 3spacer }1}];

CMView = {2.7, 1.6, 1.2 }
Show [surfaceplot, Rplot, label, threedims,

ViewPoint -> CMView, PlotRange -> All,
DisplayFunction -> $DisplayFunction 1;

2
Measure the volume of the solid consisting of all points between or or
the rectangle and the surface plotted above.
OAnswer:
That's duck soup. The top surface is just a plf[x, y] for points
{x, y, 0} in the rectangIR in thexy-plane. The rectangR consists of
those point{x, y, 0} witha< x < b andc <y < d. The volume
measurement is just
d rb .
I L fx, yldxdy:

| Integrate  [f[x,y 1, {y,c,d }, {x,a b }]
144

That's all there is to it.

oT.2.a.ii)

Here's a plot of the surface
z=f[x, y] =5-0.3(x2 +y?)

above region R in the xy-plane consisting of all pofrts/, 0} with
{x, y} inside the ellipse
()7 + (27 =1:

Clear [f, x,y, 1t 1;

{X[r_,t_ 1,y I[r,t_ 1} ={0,1} +r {3Cos[t],2Sin [t1};

fIx,y_ 1 =5-03 (x?2+y?);

surfaceplot = ParametricPlot3D [{x[r,t 1,y [rt 1,f [x[rt 1,y [t 11},
{t,0,2Pi '}, {r,0,1 1},
DisplayFunction -> Identity  1;

Rplot = ParametricPlot3D [{x[r,t 1,y [r,t 1,01},

{t,0,2Pi '}, {r,0,1 }, PlotPoints -> {Automatic, 2},
DisplayFunction -> Identity  1;

label = Graphics3D [Text ['R", {-1,2,0 }11;

spacer = 0.2;

threedims =

Graphics3D  [{

{Blue, Line [{{-3,0,0 }, {350,0 1}}1},
Text ["X", {3.5 + spacer,0,0 }1,

{Blue, Line [{{0, -1,01}, {0,350 1}}1},
Text ["y", {0, 3.5 + spacer,0 }1,

{Blue, Line [{{0,0,0 }, {0,0,55 1}}1},
Text ["z", {0,0,55 + spacer }1}1;

CMView = {2.7,16,12 };

Show surfaceplot, Rplot, label, threedims,
ViewPoint -> CMView, PlotRange -> All,
DisplayFunction -> $DisplayFunction 1;

2.05.T2T3

the ellipse and the surface plotted above.

OAnswer:
The top surface is just a plotf[x, y] for points{x, y, 0} inside the
ellipseR in thexy-plane. The volume measurement is just
JRfIx, yldxdy,

which you can easily calculate with the Gauss-Green formula once you

remember the ellipse

(92 +(52)° =1

(which is the boundary (R) is parameterized in the counterclockwise

way by:

Clear [x,y,t 1I;
(X[ 1,y [t_1}={0,1}+{3Cos[t],2Sin [t]}
{3Cos[t],1 +2Sin [t]}

with t running from0 to2 . Now you are ready to turn the winning
team ofMathematicaand the Gauss-Green formula loose:
The Gauss-Green formula says
[ynIx, y] - dymix, yldxdy
= [Pmix[t], yItl] XTt] + nixt], yit]] y'Tt dt
wherea= 0 andb = 2.
To calculate

S Rfix, yldxay,
you just go with
m[x, y] = 0 and
nix, yl = [ fls, ylds:
Clear [n,m,s 1;
mix_, y_ 1=0;
Ny ] =Lf[s,y 1ds
5.x -01x3-03xy 2
This gives youf[x, y] = dxn[x, y] — dym[X, y]:

| Expand [{D[n[x,y 1,x1 - DIM[x,y 1,x 1, f [X,y 1}]
(5. ~03x2-03y2 5 -03x2-03y?}

Now you know that

ffbe[x, yldxdy

= fa mx[t], y[t]] X'[t] + nx[t], y[t]] y'[t] 4t
where{x[t], y[t]} is the parameterization of the the boundarR afsed
above.

a=0;
b=2m

Nintegrate  [m[x[t],y [t]]1X [t]1+n[x[t],y [t1]Y [t], {ta b }]
70.2146

The volume measures out to ab70.2 cubic units; that's all there is to

it.

T.3) Calculation strategies for minimum effort on your part

OT.3.a) This situation signals integrating with respect tey first
Here's a region R plotted in the xy-plane.
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Clear [Xx];

Rplot =Plot [{x (x-2) E*,x (2-x)}, {x,0,2 3},
PlotStyle - {{Red, Thickness [0.01 ]}}, AxesLabel - {"x","y" 1},
Epilog - Text ["R", {1, -1}11;

How does this plot and its coding signal to you the minimum effort
way of calculating

Jf1x, yldxdy
for a given function [, y]?
OAnswer:
Things go best when you slice perpendicularly tcxHagis. In fact,
when you look at the code above you can see that when you slice
perpendicularly to thx-axis at a fixex, then
XX—-2E*<y=<x(2-X):
Clear [yhigh, ylow, x, y 1;
yhigh [x_1 =X (2 -Xx);
ylow [x_] =x (x -2) EX;

Clear [xslicer 1;
xslicer  [x_] = Graphics [Line [{{X, ylow [Xx1}, {X, yhigh [Xx1}}11;

Show[Rplot, xslicer [0.811;

This tells you to integrate with respeciytdirst to get
[ ffix, yldxdy
= ffRf[X: yldydx
2’ pyhighix]
- fO ylow[x] fIx, yldy dx

becausex runs from0 to 2.

Here is the calculation in the cef[x, y] =5x +V:

Clear [f,x,y 1;
fIX_,y_1=5x+y;

yhigh [x]
first = J fIx,y 1dy
y!

low [x]

5 (2—x)x2+% (2-x)2x%2 -5F (—2+x)x2—%E“ (-2 +x)2x?

| second = Nintegrate  [first,
25.8908

Or you can try to get it with one instruction:
2 yhigh [x]
N fix,y ldyd
| [Jl; J;rlcw x] Y y X]
25.8908
Slicing perpendicularly to thyraxis would have resulted in a
calculational nightmare; so you wouldn't want to try to integrate with

x,0,2 }]

respect tx first.

Using the Gauss-Green formula would have been somewhat
inconvenient because you would have to do quite a bit of thinking to
come up with the required counterclockwise parameterization of the
boundary.

OT.3.b) This situation signals integrating with respect tcx first
Here's another region R plotted in the xy-plane.

2.05.T3

Clear [y]1;
Rplot =
ParametricPlot [y (y-3), ¥y} {y 3-y)Sin[yl%,y}}, (¥.0,3 },
PlotStyle - {{Red, Thickness [0.01 ]}}, AxesLabel - {"X","y" 1},
Epilog - Text ["R", {0.3,1 }11];
y

2 1 7

How doeélthis plot and its coding signal to you the minimum effort
way of calculating[ [f[x, y] dx dy for a given function i, y]?

OAnswer:
You get a calculationally clean answer when you slice perpendicularly
to they-axis. In fact, when you look at the code above you can see that
when you slice perpendicularly to tyexis at a fixecy, then

y(y-3 =x=<y(@-y)Siny?.

Take a look:

Clear [xlow, xhigh, y 1;
xhigh [y_1=y (3-y) Sin [y1%
xlow [y_1=y (y-3);

Clear [yslicer 1;
yslicer [y_] = Graphics [Line [{{xlow [y],y }, {xhigh [y]l,y }}11;

Show[Rplot, yslicer [2311;

=
o ko N |a

2 1 1 7

This tells you to integrate with respecixtéirst to get
S fix, yldxdy
3 rxhighly]
= fxlow[y] fIx, yldxdy
becausey runs from0 to 3.
Here is the calculation in the cef[X, y] = Sin[x + y]:

Clear [f,x,y 1;
fIx,y_1=Sin[x+Yy];

xhigh [y]
first = j fIx,y 1dx
xlow [y]

Cos[y + (-3+y)y] -Cos[y + (3-y) ySin [y]?]

| second = Nintegrate  [first, {y, 0,3 }1
3.02982

Or you can try a single instruction:

xhigh [y]
N[fj fIxy ]dxdy]
0 Jxlow [y]

3.02982

In this case, running the two integrals
takes less time than running the single instruction.

Slicing perpendicularly to thx-axis would have resulted in a
calculational nightmare; so you wouldn't want to try to integrate with
respect tey first.

Using the Gauss-Green formula would have been inconvenient becaus
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you would have to do a bit of thinking to come up with the required
counterclockwise parameterization of the boundary.

OT.3.c) This situation signals using the Gauss-Green formula
Here's another region R plotted in the xy-plane.

Clear [x,y,t 1;

x[t_1=Cos[t] (2+Cos[t 1- % Cos[2t ]];

Y[t 1=Sin[t] (1.5 -Sin [t] +%Sin [3t ]);

Rplot = ParametricPlot [{x[t],y [t1}, {t 0,2 o},
- {{Red, Thickness [0.01 1}},

}, Epilog - Text ["R", {1, -1}11;

PlotRange - All, PlotStyle
AxesLabel - {"x", "y"

How does this plot and its code signal to you the minimum effort way
of calculating [ [f[x, y] dx dy for a given function i, y]?
OAnswer:

The boundary ¢R is given parametrically, and that's what

Gauss-Green is set-up to use. Before you use it, you have to check t

the boundary curve is swept out exactly once in the counterclockwise

direction.
ParametricPlot  [{x[t1,y [t]1}, {t 0O, —721]

PlotRange - All, PlotStyle - {{Red, Thickness [0.01 1}},

AxesLabel - {"x", "y" )];

X

0.5 1 1.5 2 2.5
[ocreny e {2 nh

PlotRange - All, PlotStyle
AxesLabel - {"x","y" }];

ParametricPlot

- {{Red, Thickness [0.01 ]}},

0.8 -0.6 -0.4 -02 x
Yep, exactly once and counterclockwise.
Here's how to use the Gauss-Green formula to calculate
[ fIx, yldxdy
in the case thef[x, y] = x - 2y:
The Gauss-Green formula says
ffRaX n[x, yl — dymix, yldxdy
= f:m[x[t], YIUIXTE + nix[t], yIt y'Tt] 4t
wherea= 0 andb = 2.
To calculate
Jx=2y)dxay,
you just say
flx,y]=x-2y

2.05.T3

m[x, y] = 0 and
nix, yl = [ fls, ylds:

Clear [x,y,n,m,s ;

fIx,y_ 1=x-2y;
mix_,y_1=0;

X
n[x,,y,]=ff[s,y1dls
0

2
% 2xy

This gives youf[X, y] = dx n[x, y] — dxm[X, yI:

| taxnixy 1-oxmix,y 1, [xy 1}
{X-2y,x -2y}

Now you know that
Jfix, yldxdy
= fabm[X[t], YT X[t + n[x[t], y[t]] y'[t] 4t
where{x[t], y[t]} is a parameterization of the boundanRofised above.

a=0;
b=2m
Clear [x,y,t 1;

1
X[t_1=Cos[t] (2+Cos[t] - ECOS[ZI]];

y[t_1=Sin[t] (1.5 - Sin [t]+%$in [3t]];

Nintegrate  [m[x[t],y [t]]1X [t]1+n[x[t],y [t1]Yy [t], {ta b }]
21.5248

That's it.
If you don't go with the Gauss-Green formula, you've got to slice
perpendicularly to thx-axis or they-axis. Either way, you're going to

have trouble because of the bulges and hollows on the bouncRry of
] Show[Rplot 1;

OT.3.d) This situation signals using the Gauss-Green formula
Given that the region R consists of everything inside the ellipse
x=1\2 | (y+2y2 _
() +(F) =1
in the xy-plane and
fix, y] =y Sin[x],
how does the set up signal to you the minimum effort way of
calculating

[ f1x, yldxdy?

OAnswer:
This is a natural for the Gauss-Green formula because you can write
down a quick parameterization of the ellipse
P+ =1,
Just go with the parameterization below and see the ellipse unfold righ

before your eager eyes:

Clear [x,y,t 1;
{X[t_1,y [t 1}={1+5Cos[t], -2+3Sin [t]};

Rplot = ParametricPlot
PlotStyle

[{x[t],y [t]}, {t 0,2 o=},
- {{Red, Thickness [0.01 ]}}, AxesLabel - {"X","y" }1;
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Here's how to use the Gauss-Green formula to calculate
JJ&fix, yldxdy
in the case the[x, y] = y Sin[x]:
The Gauss-Green formula says
ffRaX n[x, yl — dymix, yldxdy
= fabm[x[t], YL X'[t] + nix[t], yltl] y'[t] dt
wherea= 0 andb = 2x.
To calculate
[y Sinixdxdy
You just say
f[x, yl =y Sin[x]
m[x, y] = 0 and
nix, yl = [ fls, ylds:

Clear [x,y,n,m,t 1;

fIx.y_ 1=ySin [x];
mix_,y_1=0;
X
nix.,y_ 1 =Jf[l,y ] dt
0
y -y Cos [x]

This gives youf[x, y] = dxn[x, y] — dy m[x, yI:

| (axnix,y 1-9ymix,y 1,f [xy 1}
{ySin [x],ySin [x]}

Now you know that

JJfix, yldxdy

= fabm[X[t]. YIUIXTET + nix[t], yIt y'Tt] 4t
where{x|[t], y[t]} is the parameterization of the boundanRafised
above.

a=0;

b=2mn

Clear [x,y,t 1;

{X[t_ 1,y [t 1}={1+5Cos[t], -2+3Sin [t]};

Nintegrate [

mx[t],y [t11X [t]1+n[x[t],y [t]11Y [tl, {t a b 1}, AccuracyGoal - 3]

10.3917
Quick and sweet.

OT.3.e) This situation signals integrating with respect twy first

Here's another region R plotted in the xy-plane.

Clear [high, low, x 1;
high [x_] =3 +x +Cos[2X];
low [x_] =xSin [X];

Rplot = Plot [{high [x], low [x1}, {x,1,4 },
PlotStyle - Red, AxesLabel - {"x", "y" ,
Epilog - {{Red, Line [{{1,low [1]}, {1, high [1]}}]1},
{Red, Line [{{4, low [4]}, {4, high [41}}1}, Text ["R", {3,3}1}1];

How does this plot and its coding signal to you the minimum effort

way of caIcuIatingffRf[x, yldx dy for a given function [, y]?

OAnswer:

2.05.T3-T4

You get a calculationally clean answer when you slice perpendicularly
to thex-axis. In fact, when you look at the code above you can see that
when you slice perpendicularly to tyexis at a fixecx, then

low[x] =< x < high[x].
Take a look:

Clear [xslicer 1];
xslicer  [x_] = Graphics [Line [{{x, low [x]}, {x high [x1}}1];

Show[Rplot, xslicer [361];
y

This tells you to integrate with respeciytéirst to get

ffRf[x, yldxdy
=ff'?f[x, yldy dx
= [ fotx, yl dy dx

becausex runs froml to4.

Here is the calculation in the sample cf[x, y] = E?X~Y:

Clear [f1];

fIx,y_ 1=
high [x]

first =J fIx,y 1day
I

low [x]
7E73+><7Cas[2xj LEX (-2+Sin [x])

] second = Nintegrate  [first, {x,1,4 }1
11140.6

Or you can try one instruction:

Clear [f,x,y 1;
fIx,y_ 1=EY;

high [x]
N[Jjj;ow o fIxy 1dydx]
11140.6

Slicing perpendicularly to thyraxis would have resulted in a
calculational nightmare; so you wouldn't want to try to integrate with
respect tex first.
Using the Gauss-Green formula would have been inconvenient becaus
you would have to do quite a bit of work to come up with the required
counterclockwise parameterization of the boundary.

T.4) Gauss-Green when you have a clockwise
parameterization

OT.4.a)

What happens when you try to use the Gauss-Green formula but you
find that your parameterization moves in the clockwise way rather
than the required counterclockwise way?

OAnswer:

Go ahead and use the clockwise parameterization to make the
calculation, but adjust your answer by multiplying it—1r.
The reason this works is that
b
[altidt = - Port] dt.

283



T.5) Gauss's normal law in 2D and using it to plan bombing

runs
Think of it!
The giant scientist Karl Friedrich Gauss
had his fingers in nearly every part
of the mathematics in this lesson!
Look at this:
Clear [x, bell,y 1;
bell [x_] = H
V2
bellshaped = Plot3D [bell [x] bell [y], {x, -3,31}, {y, -3,31},
DisplayFunction -> Identity  1;
spacer = 0.2;
h = 3.5
threedims =

Graphics3D [ {
{Red, Line [{{-h,0,0 }, {h,0,0 }}1},
Text ["x", {h + spacer, 0,0 }],
{Red, Line [{{0, -h,0}, {0,h,0 }}1},
Text ["y", {0, h + spacer,0 }1],
{Red, Line [{{0,0,0 }, {0,0,0.18 }}1},
Text ["z", {0, 0,0.18 + spacer /10}1}1;

CMView = {2.7, 1.6, 1.2 };

Show[threedims, bellshaped, PlotRange -> All,
ViewPoint -> CMView, Boxed -> False, BoxRatios ->{1,1,1 /23,
DisplayFunction

-> $DisplayFunction 1;

OT.5.a.i)
What is this?

OAnswer:
It's the bell-shaped surface!
You get it by taking the bell-shaped curve function
belllx] = () E+
and plotting the surface
z = f[x, y] = bell[x] bellly].
OT.5.a.ii)

What's the version of Gauss's normal law corresponding to the
bell-shaped surface?

OAnswer:
When a numerical measurement is normally distributed, then the
fraction of the time that this measurement comes out between given
numbersa andb is estimated by
fabnorma[x, mean, deydx
where the parametemean andev (= standard deviation) come from
the data.

Here
bell 22|
normalx, mean, dey= Jev

For a review of Gauss's normal law,
see the lesson on transforming integrals.

Some measurements come in pairs of num(x, y}.

The version of Gauss's normal law corresponding to bell-shaped
surfaces is this:

If you know that

2.05.T5

— the number in thx slot is normally distributed witmean= xmean
andstandard deviatios xdev and it's known that
— the number in thy slot is normally distributed witmean= ymean
andstandard deviatioe ydev, and
- the measuremenxsandy have absolutely no influence on each
other,
then you can estimate the fraction of these measurements that come o
in a given regiolR in thexy-plane by calculating the double integral
Jff1x, yldy dx
where
f[x, y]I = norma[x, xmean, xde¥normaly, ymean, ydel

OT.5.b.i) Gauss's normal law and the bomb damage assessment

Calculus&Mathematica thanks Arthur Zaminokis,
formerly of the Defense Intelligence Agency,
for help on this problem.

You've got a target sitting &, 0} and you want to knock it out with
an iron bomb. The Northrup bombing sights are pretty good. In fact, if
you set the sight to hit the target{@t 0} and examine the poiffit, y}
at which an individual bomb lands, you will find that the resulting
coordinates x and y
— have no influence on each other;
- are both normally distributed; and
- both average out {6, 0}.
You will also find that the standard deviation of the x measurement is
not the same as the standard deviation of the y measurement.
For a specific bomb and airplane and altitude, it turns out that

xdev= 100 feet and ydex 300 ft.
And to destroy the target you are trying to knock out, the bomb must
hit within 150 feet of the target.
Estimate the fraction of these bombs dropped on this target that
actaully destroy the target.

OAnswer:

Load upMathematica

] {xmean, ymean} = {0,0 }
(0,0}
] {xdev, ydev 1} = {100, 300 }
{100, 300 }

Clear [x, bell 7;

7

bell [x_]1 =
V2r

E %

A2

Clear [normal, mean, dev 1];
X-mean
bell [ X522 ]

dev

normal [x_, mean_, dev_ ] =

B
dev \/2
In order for a bomb to detroy the targe{0, 0}, the bomb has to land
inside the regioR inside the circle
x2 +y? = 15C.
To estimate the fraction of bombs that do this you calculate

[ JfIx, yldy dx
where:

Clear [f1];
f [x_,y_ 1 =normal [x, xmean, xdev ] normal [y, ymean, ydev ]

E-~ 20600~ Tabooo-

60000 7
It is very easy to parameterize the cix? + y2 = 15( in accordance
with the restrictions imposed by the Gauss-Green formula:

Clear [t];
{X[t_1,y [t_1} =150 {Cos[t],Sin [t]}
{150 Cos [t ], 150 Sin [t ]}
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withO=<t=<2n.
The Gauss-Green formula says
ffRaX n[x, yl —dymix, yldxdy
= fabm[x[t], YIUIXTET + nix[t], yIty'Ttl dt
wherea= 0 andb = 2.
To calculate
S fIx, yldxdy,
you just say
m[x, y] = 0 and
n[x, yl = foxf[s, ylds:

Clear [n, m,s 1;
mix_, y_ 1=0;

nix_y_ 1 =J;f[svy]dls
E- oo Erf (27
600 /2 7t
This gives you
fx, yl = 0xn[x, yl - 8y m[x, yI:
| taxnixy 1-9ymix,y 1. f [xy 1}

E- 20 - tedoo0- [~ 2oto0 ~ 18tono- }

{ 60000 1 60000 7t
Now you know that
ffRf[x, yldxdy
= [ J@xnlx, yl - dymix, yD) dxdy
(becausm(x, y] = 0)
= fabm[x[t], YLt X'[t] + nix[t], y[tl y'[tl dt
where{x[t], y[t]} is a parameterization of the the boundarRafsed

above.

onehit = Nintegrate [m[x[t],y [t1]X [t]+n[x[t],y [t]1Yy [t1,
{t,a, b }, AccuracyGoal - 3]
0.283813

A little more tharl out of4 bombs dropped on the target will actually

destroy the target.
OT.5.b.ii)

In part i) above, what are your chances of destroying the target if you

bomb it twice?
How many times do you have to bomb the target to gét 95

confidence of destroying it?

OAnswer:

The fraction of the time that you expect to hit the target with one boml

is:
| onehit
0.283813
The fraction of the time you expect to miss with one bomb is:
] onemiss = 1 - onehit
0.716187
The fraction of the time you expect to miss with two bombs is:
I onemiss 2
0.512924

The fraction of the time you expect to miss with three bombs is:
| onemiss ®

0.367349
The fraction of the time you expect to destroy the targetkvitbmbs
is:
Clear [destroy, k 1;

destroy [k_] =1 - onemiss
1-0.716187

k
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To find out how many bombs you have to drop t095% confidence

of destroying the target, look at the following table:

| Table [{k"bombs", destroy  [k1}, {k 1,12 }]

{{bombs, 0.283813 }, {2bombs, 0.487076 }, {3 bombs, 0.632651 },
(4 bombs, 0.736909 }, {5bombs, 0.811578 }, (6 bombs, 0.865055 1},
{7 bombs, 0.903354 }, {8bombs, 0.930783 }, {9bombs, 0.950428 },
{10 bombs, 0.964497 }, {11 bombs, 0.974573 }, {12 bombs, 0.98179 }}

It will take 9 bombs to b95% sure that the target is destroyed.

2.05 2D Integrals and the Gauss-Green
Formula
Give it a try!

Experience with the starred problems is essential if you're
going on to study vector calculus.

G.1) Volume measurements*

O0G.1.a)

Here is the surface
z=f[x,y] =2Sinx+y]+2.5
plotted over the rectangle R in the xy-plane consisting of the points
{x,y, 0} with-2<x<2and-3<y=<3:

Clear [Xx,Vy,z,r,tf 1;
fIx,y_ 1 =2Sin [x +y] + 25;

surfaceplot = Plot3D [f[x, ¥y 1, {X, -2,2}, {y, -3,31},
DisplayFunction -> Identity 1;

Rplot = Graphics3D [
Polygon [{{-2, -3,01}, {2, -3,01}, {2,3,0 }, {-2,3,0 }}11;

spacer = 0.2;

threedims =
Graphics3D [{
{Blue, Line [{{-2.2,0,0 }, {2.2,0,0 1}}1},
Text ["X", {2.2 + spacer, 0,0 }],

{Blue, Line  [{{0, -3.2,0 }, {0,320 }}1},
Text ['y", {0, 3.2 + spacer,0 }1,

{Blue, Line  [{{0,0,0 }, {0,0,45 }}1},
Text ["z", {0,0,45 + spacer + 0.1 }1}1;

CMView = {2.7, 1.6, 1.2 };
Show[threedims, Rplot, surfaceplot, PlotRange -> All,

ViewPoint -> CMView, Boxed -> False,
DisplayFunction -> $DisplayFunction 1,

Use a double integral to measure the volume of the solid consisting of
everything between the surface and the rectangle.

O0G.1.b)

Here is the surface
z=f[X,y]=xy+3
plotted above the region R inside the ellipse
3P+ =1
in the xy-plane.

Clear [x,y,z,r1,tf 1
fIx,y 1 =xy +3

surfaceplot = ParametricPlot3D [

{2rCos [t],3rSin [t],
f[2rCos [t],3rSin [t]]},

{r,0,1 3}, {0, 2Pi 1},
DisplayFunction -> Identity 1;

Rplot = ParametricPlot3D [
{2rCos [t],3rSin [t],0},
{r,0,1 3}, {0, 2Pi 1},
PlotPoints -> {2, Automatic  },
DisplayFunction -> Identity ];
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threedims =
Graphics3D  [{

{Blue, Line [{{-22,0,0 1}, {22,0,0 1}}1},
Text ["X", {2.2 + spacer, 0,0 }1,

{Blue, Line [{{0, -3.2,0 }, {0,3.2,0 1}}1},
Text ["y", {0, 3.2 + spacer,0 }1,

{Blue, Line [{{0,0,0 }, {0,0,6.2 1}}1},
Text ["z", {0,0,6.2 + spacer + 0.2 }1}1;

CMView = {2.7, 1.6, 1.2 };
Show[threedims, surfaceplot, Rplot, PlotRange -> All,

ViewPoint -> CMView, Boxed -> False,
DisplayFunction -> $DisplayFunction 1;

7%

BN

Think of the solid that consists of everything below the surface and
above the ellipse R, and use the Gauss-Green formula to help you
measure the volume of this solid.

0G.1.c.i)

Use the idea of volume calculation to explain the statement:
If a function fix, y] takes only positive values on a region R in the
xy-plane, then

JJfix, yldxdy > 0.

O0G.1.c.ii)

Explain the statement:

If for a given function fx, y] and a given region R in the xy-plane, it
turns out thagffRf [X, yldxdy < 0, then you are guaranteed that there
are some point&, y} in R with f[x, y] < 0.

G.2) Calculating double integrals*

0G.2.a)
Here's a region R plotted in the xy-plane.
Clear [y1;
Rplot = ParametricPlot [{ty(y-6)+1,y1, {Cos[%]z, y}} .06 },

PlotStyle - {{Red, Thickness [0.01 ]}}, AxesLabel - {"x","y" 1
Epilog - Text ['R", {-4,31}1];
y

/

8 -6 z 2 x

Go with
fix,yl=y—-x+3

and calculate
Jfix, yldxdy

by the method of least labor on your part.

0G.2.b)

Here's another region R plotted in the xy-plane.

Clear [x,y,t 1;
Xx[t_]=Cos[t] (1-Cos[t]);
y[t_1=Sin[t] (1-Cos[t]);

Rplot = ParametricPlot [{x[t].y [t1}, {t,O,2 =},
PlotRange - All, PlotStyle - {{Red, Thickness [0.01 1}},
AxesLabel - {"x","y" }, Epilog - Text ["R", {-1,05 1}11;

2.05.GHG2

Fancy dudes say that this is the cardiod described in polar coordinates
by the polar equation r[t] = 1 - Codt].
Go with
fix, yl=3+y-x
and calculate
[ fIx, yldxdy
by the method of least labor on your part.

Next, go with
dx, y]=3-x
and calculate
[ Jrgix yldxdy
by the method of least labor on your part.

Compare the values of
S Rfx, yldxdy and [ [glx, yldxdy.

Discuss how you think that the shape and position of R account for the

relationship between these two numbers.

0G.2.c)

Here is another region R plotted in the xy-plane.
Clear [high, low,y 1;
xhigh [y_1=EY";
xow [y_]=1-y%

Rplot = ParametricPlot
PlotStyle - Red,
AxesLabel - {"x","y" 1}, PlotRange - All, AspectRatio - Automatic,
Epilog - {{Red, Line [{{xlow [-2], -2}, {xhigh [-2], -2}}1},

[{{xhigh [yl.y }, {xlow [y],y }}, {y, -2,2},

{Red, Line [{{xlow [2],2 }, {xhigh [2],2}}]},
Text ["Top half of R", {-1,1.7 }1,
Text ["Bottom half of R", {-1, -1.7 }1}1;

y

@ hal f of

3 -2 -1 ] x
&aﬂm hal f off R
Go with
fix,yl=yE™
dx, yl=y?E™* and
Hx, yl = y*E™

and calculate
[ |fix, yldxay,
[ JL9lx, yldxdy, and

fjih[x, yldxdy
by the method of least labor on your part.
Look at the formulas for[k, y] and gx, y] and then look at the shape
and position of R and explain why it was no surprise that

ffRf[x, yldxdy andfth[x, yldxdy
came out the way they did.
0G.2.d)

Here is another region R plotted in the xy-plane.
Clear [x,y, Rplot 1;
X X 2
Rplot = Plot [{3 Sin [—4—] X (4-x)}, {x,0,4 },

PlotStyle - {{Red, Thickness [0.01 ]}}, AxesLabel - {"x","y" 1},
Epilog - Text ['R", {2,35 }1];
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' 1 2 3 4
Go with
fix,yl=4x-y
and calculate
JJfix, yldxdy
by the method of least labor on your part.
0G.2.e)

Given that the region R consists of everything inside the ellipse
(22)% 4+ (517 =1,

go with
fix, y] = x* - 3y?

and calculate
Jfix, yldxdy

by the method of least labor on your part.

G.3) Area and volume measurements via the Gauss-Green
formula*

This problem has lots of overlap with some of the work
in the lesson on transformations of integrals.

The Gauss-Green formula says

[ |dxnix, y1 -8y mix, yldx dy

b . .

= [ mIx[t], yItl XTt] + n[x[t], yIt]y'[t] dt
provided thatx[t], y[t]} sweeps out the boundary of the region R
exactly one time in the counterclockwise fashioth @dvances from a
to b.
If you take nfx, y] =y and rix, y] = 0 and plug into the Gauss-Green

formula, then you get
- [ ldxay
= [|L0-Dadxdy
b ' .
= [yt X[t +0y'[t]) dt
= [ YItIXTt dt.
Consequently,
~ [Pyl xt dt
measures the area of R provided {ixét], y[t]} sweeps out the
boundary of R exactly one time in the counterclockwise fashion as
advances frona to b.
0G.3.a.i)
Adapt the discussion above to explain why
[Pxity'T dt
also measures the area of R provided i}, y[t]} sweeps out the
boundary of R exactly one time in the counterclockwise fashion as
advances frona to b.
0G.3.a.ii)
Explain why
b . .
($) [Tyl - yIt X tD d't
measures the area of R provided {ixét], y[t]} sweeps out the
boundary of R exactly one time in the counterclockwise fashion as
advances frona to b.
aTip:

What happens when you average two correct measurements?

0G.3.a.ii)

Here's the plot of a whimsical region R in the xy-plane.

Clear [x,y,t 1;
x[t_1=Cos[t] (1-Sin [t]-Cos[t]);

y[t_1=Sin[t] (3-Cos[t]-Sin [t]);

2.05.G2G3

Rplot = ParametricPlot [(x [t1,y [t1}, {,0,2 =},
PlotRange - All, PlotStyle - {{Red, Thickness [0.01 ]}},

AxesLabel - {"x","y" 3}, Epilog - Text [R {-1, %}]]

Choose any of the three formulas explained above to measure the are:
of this region.

O0G.3.a.iv)

Here's the plot of another region R in the xy-plane.
Clear [x,y,t 1;

X [t ]—Cos[Zt](3 1Sin [4t] Cos[Bt])'
— = ;‘g - )

YIL 1 =Sin [2t] (4-%005[41] —%Sin (8t ]};

Rplot = ParametricPlot ~ [{x[t1,y [t]}, {t 0,2 =},
PlotRange - All, PlotStyle - {{Red, Thickness [0.01 ]}},

AxesLabel - {"x","y" 3}, Epilog - Text [R {—:— 2 }]]

4

Using the formulaﬁx[t] y'[t] dt with a= 0 and b= 27 to measure the
area inside this region, you get the area measurement:

| Nintegrate  [x[t]Yy [t], {t 0,2 =}, AccuracyGoal - 2]
40.5265
Unfortunately, this measurement is way off.
Find the error and come up with the correct measurement.

0G.3.b) Usingm(x, y] instead ofn[x, y] in Gauss-Green calculations

Here's a plot of the surface
z=f[X, y] =5-0.2(x*> +y?)
above the region R in the xy-plane consisting of all pdinty, 0}
with {x, y} inside the ellipse
2 142 .
)+ =1
Clear [f, x,y,r1,t 1;
{X[r_,t_ 1,y [r,t 1} = {-1, -1} +r {2Cos[t],3Sin [t]};
fIX,y_ 1=5-02 (x?+y?);
surfaceplot = ParametricPlot3D [
Evaluate [{x[r,t 1,y [r,t I.f [x[r,t 1,y [r,t 11}],

{t,0,2Pi '}, {r,0,1 1},
DisplayFunction -> Identity  1;

Rplot = ParametricPlot3D [Evaluate [{x[r,t ],y [r,t ],01}],

{t,0,2Pi '}, {r,0,1 }, PlotPoints -> {Automatic, 2},
DisplayFunction -> Identity  1;

label = Graphics3D [Text ["R", {-1,1,0 }I1;

spacer = 0.2;

threedims =

Graphics3D [ {

{Blue, Line [{{-3,0,0 }, {1.5,0,0 1}}1},
Text ["X", {15 + spacer, 0,0 1}1],

{Blue, Line [{{0, -4,0}, {0,250 1}}1},
Text ["y", {0, 25 + spacer,0 }1,

{Blue, Line [{{0,0,0 3}, {0,0,55 1}}1},
Text ["z", {0,0,55 + spacer }]1}1;

CMView = {2.7,1.6,1.2 };

Show surfaceplot, Rplot, label, threedims,
ViewPoint -> CMView, PlotRange -> All,
DisplayFunction -> $DisplayFunction 1;
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One way of measuring the volume of the solid consisting of all points
between or on the ellipse and the surface plotted above is to realize
that the top surface is just a plot & fy] for points{x, y, 0} inside
the ellipse R in the xy-plane. The volume measurement is just

S fix, yldxay,
which you can easily calculate with the Gauss-Green formula once
you remember the ellipse

(7 + (57 =1

(which is the boundary of R) is parameterized in the counterclockwise

way by

{X[t], y[tl} = {~1, =1} + {2Codt], 3Sin[t]}
withO<t<2n.
Now you can turn the winning team Mfathematicaand the
Gauss-Green formula loose:
Clear [n, m, X, y,s,t 1;
mix_, y_ 1=0;

X
nix_, y_ 1 =Jf[s,y]d15;
0

(XI_ 1,y [t 1}=¢{-1, -1} +{2Cos[t],3Sin [t]1};

volume = Nintegrate [m[x[t],y [t]1]1X [t]+n[x[t],y [t]1]1Yy [t], {ta b }]
74.4557

Now look at this alternate calculation:

Clear [n,m, Xx,y,s,t 1

Yy
mix_, y_ 1 =J -f [x,s ]ds;
o

nix_, y_1=0;

a
b

0;
2

(XL 1,y [t_1} ={-1, -1} +{2Cos[t],3Sin [t1};
volume = Nintegrate [mIX[t],y [t11X [tl1+n[x[t]l,y [t11Yy [t], {tab }1
74.4557

Use the Gauss-Green formula

JJLDInix, yl, x] - DIm[x, yl, yl dx dy

b . .
= [ mixIt], y[tl XTt] + n[x[tl, yit]ly'[t] dt

and the fundamental formula of calculus to explain why the alternate
calculation was guaranteed to work.

G4) Plot3aD VErSUSParametricPlotaD  *

0G.4.a.i)

Go with fix] = x E™ and explain with words and pictures what you
think that this plot represents:

Clear [f, x 1;
{a,b}={-06,8 };
fIx_1=x2E%;

raw = Plot [f [x], {X, & b }, PlotRange - All ];

6
5
4
3
2

' 2 4 6 8
0G.4.a.ii)
Stay with the same functiox] and the same values for a and b and
look at:

| parametric = ParametricPlot [{x, f [Xx1}, {X a b 1}, PlotRange -All 1;

2.05.G3-G4

© o o o oo
w A~ 0 o

2 4 6 8
See the two plots side-by-side:

Show[GraphicsArray [ {raw, parametric 311

CoLeoLo ==
oooooo

2 4 6 8 i 2 4 6 8
Say what happened, and try to explain why it will happen no matter
what function fx] you go with.

0G.4.b)

Go with fix, y] = 2+ Sin[y] — x and explain with words and pictures
what you think this plot represents:

Clear [f, X,y I;

taby ©dyn={-22) (-3 7}k

fIx,y_1=2+Sin[2y]+ %;
CMView = {2.7, 1.6, 1.2 };

raw = Plot3D [f [x,y ], {x,a, b }, {y,c,d }, ViewPoint - CMView,
BoxRatios - Automatic 1;

{7 \.“
LAY
0045/ 1NNN
27NN
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0G.4.c)

Look at this plot:
Clear [f, X,y I;
{a,b}=(3,2}
fIx,y_1=Sin[x-yl;
CMView = {2.7, 1.6, 1.2 H

regular =Plot3D [f[x,y 1, {X, -a,a}, {y, -b, b}, ViewPoint - CMView,
BoxRatios - Automatic 1;

2
Stay with the same functiofd, y] and the same a and b, and look at
this parametric plot:

parametric = ParametricPlot3D [{xy.f [Xy1l} {x -aa},
{y, -b, b}, ViewPoint - CMView, BoxRatios - Automatic ];

See them side-by-side:
| Show[GraphicsArray [ {regular, parametric 311
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Say what happened, and try to explain why it will happen no matter
what function fx, y] you go with.

G.5) Big league plotting and measuring

0G.5.a.i)
When you want to plot the ellipse
—1.2

(22)° 4 (23" = 1
in two dimensions in true scale with a counterclockwise
parameterization, you can go with:

Clear [x2D, y2D,t 1;

{x2D[t_1,y2D [t_1}={2,1}+{5Co0s[t],3Sin [t]};

ParametricPlot [{x2D[t],y2D [t1}, {t, 0,2 =},
PlotStyle - Thickness [0.01 ], AspectRatio - Automatic,
AxesLabel - {"x","y" }1;
y

4
3
2
1

-1

-2
When you want to plot the same ellipse
(27 + (5 =1
and everything inside it on the xy-plane in three dimensions with a
counterclockwise parameterization, you can go with:

Clear [x,y,z,t 1;
{x[r_,t_ 1,y [r_,t 1,z[r,t 1} =
{2,1,0 } +r {5Cos[t],3Sin [t],0};

+

Rplot = ParametricPlot3D [{x[r,t 1,y [r,t I,z [rt 1},
{r,0,1 }, {t0,2Pi 1},
PlotPoints -> {2, Automatic }, DisplayFunction -> Identity ];

spacer = 0.2;
threedims =

Graphics3D [ {

(Blue, Line [{{-3,0,0 }, {75,0,0 1}}1}
Text [, (7.5 + spacer, 0,0 1],

(Blug, Line  [{{0, -2,0}, {0,450 }}1},
Text ['y", {0, 45 + spacer,0 }1],

{Blue, Line [{{0,0,0 }, {0,0,2 }}1}.
Text ["z", {0,0,2 + spacer }]}1;

CMView = {2.7, 1.6, 1.2 Y

threeDplot = Show[Rplot, threedims, BoxRatios
ViewPoint -> CMView, PlotRange -> All,
DisplayFunction

-> Automatic,

-> $DisplayFunction 1;

Now look at this:
| (x2D[t1,y2D [t1}, {xInt 1,y Int 1,z [nt 13}
{{2+5Cos[t],1 +3Sin [t]}, {2+5rCos [t],1 +3rSin [t],0}}
Where do the points
{xIr, tl, y[r, t], 2, t]}
land when you go with £ 0?
Where do the points
{Xr, tl, y[r, t], z[r, t]}
land when you go with @ r < 1?
Where do the points
{XIr, tl, y[r, t], z[r, t]}
land when you go with+ 1?

2.05.G4-G6

0G.5.a.ii)
Give a plot of the part of the surface

z=f[x,y] = 1+ E="
consisting of the point&, y, z} such tha{x, y, 0} is in the elliptical
region in the xy-plane plotted above. Show the surface plot together
with the plot of the elliptical region in the xy-plane.
Measure the volume of the solid whose top skin is the part of the
surface you plotted and whose bottom skin is the elliptical region in
the xy-plane plotted above.

oTip:

When you are plotting the surface, don't use the plotting option
PlotPoints  -{2,Automatic}

When you make the volume measurement, use the Gauss-Green
formula andintegrate

0G.5.b.0)

Here's a plot of a corny curve in two dimensions:
What do you expect from a calculus course laid out in lllinois and Ohio?
Clear [x2D, y2D,t 1J;

{x2D[t_1,y2D [t_]} ={2Cos[t] - —]S;Cos[St 1,Sin [t] -%Sin [2t1};
corn = ParametricPlot [{x2D[t],y2D [t1},

{t, 0, 2 s}, PlotStyle - {{Thickness [0.01 ], DarkGoldenrod }},
AspectRatio - Automatic, AxesLabel - YL

Plot the same curve and everything inside it on the xy-plane in three
dimensions with a counterclockwise parameterization.

0G.5.b.ii)

Give a plot of the part of the surface
z=f[X, y] =1+0.2x? - 0.2y?

consisting of the point&, y, z} such thafx, y, 0} is in the region in
the xy-plane that you plotted above. Show the surface plot together
with the plot of the region in the xy-plane. Measure the volume of the
solid whose top skin is the part of the surface you plotted and whose
bottom skin is the region in the xy-plane you plotted in part i).

oTip:

When you are plotting the surface, don't use the plotting option

PlotPoints  »{2,Automatic}

G.6) Average value and centroids

Most math folks say that the average value of a funcfixinoh an
interval[a, b] is the number A satisfying
fabf[x]dx =A(b-a) = Afabclx.
Going with this formula, you see that the average value dixCos
[1, 3] is given by:
| Ao Nintegrate  [Cos[x], {X 1,3 }]
3-1

-0.350175
The following routine calculates Cjog for 50 random points x
chosen out of1, 3] by Mathematica
Clear [k1;
| randoms = Table [N[Cos[Random[Real, {1,3 }11], {k, 1,50 }]
{0.449546, -0.375018, -0.780356, -0.989188,
0.133432, -0.451138, -0.98533, -0.959184, 0.201714, -0.507538,
-0.52544, -0.925744, -0.342787, -0.586337, -0.835196, -0.113155,
-0.351793, -0.00204985, -0.957588, -0.396645, -0.103716,
0.27495, -0.0165386, -0.751879, 0.000636401, -0.693438,
-0.52312, -0.755552, 0.423769, 0.269223, -0.548369, -0.842333,
-0.930109, -0.584523, 0.517234, -0.94829, -0.270614, -0.989674,
0.10272, -0.534241, -0.974335, -0.753994, -0.0477734, 0.403232,
-0.620241, -0.532763, 0.513745, -0.162527, -0.0987289, -0.940743 }

Average these values:
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average =
Sum[randoms [[k]1],
{k, 1, Length  [randoms ]}] / Length [randoms ]
-0.388356
Do it again for 100 randomly chosen points frifim 3]:

Clear [k];
randoms = Table [N[Cos[Random[Real, {1,3 }111, {k, 1,100 }1;

average =
Sum[randoms [[k11,
{k, 1, Length  [randoms ]}] / Length [randoms ]
-0.407316
Do it again for 300 randomly chosen points friim3]:

randoms = Table [N[Cos[Random[Real, {1,3 }111, {k, 1,300 1}1];

average =
Sum[randoms [[k]1],

{k, 1, Length  [randoms ]1}] / Length [randoms ]
-0.353316

0G.6.a)

In your opinion, how is the average value of @p®n[1, 3|
calculated through the formula
ffCoqx] dx

as abo%, related to the outcomes of the numerical experiments?
0G.6.b.i)

Calculate the average value of ihon [0, 7] in decimals.
0G.6.b.ii)

Look at:
randoms = Table [N[Sin [Random[Real, {0, N [Pi]1}]1]1, {k, 1,300 }1;

average =
Sum[randoms [[k]11,
{k, 1, Length  [randoms ]}] / Length [randoms ]
0.629421
randoms = Table [N[Sin [Random[Real, {0, N [Pi]1}]1], {k, 1,300 }1;

average =
Sum[randoms [[k11,

{k, 1, Length  [randoms ]}] / Length [randoms ]
0.641335

randoms = Table [N[Sin [Random[Real, {O, N [Pi]1}11]1, {k, 1,300 }1;

average =
Sum[randoms [[k]11,

{k, 1, Length  [randoms ]}] / Length [randoms ]
0.606149

randoms = Table [N[Sin [Random[Real, {O, N [Pi1}11]1, {k, 1,300 }1;

average =
Sum[randoms [[k11,

{k, 1, Length  [randoms ]}] / Length [randoms ]
0.64026

Discuss the results.

0G.6.c) Average value of [, y] on a regionR

Above, you saw that the average value of a funcfiohdn an
interval[a, b] on the x-axis is the number A satisfying
fabf[x]clx:A(b—a) =Afabcﬂx.
Math folks have a similar notion for functions of two variables; they
say:
Thi\ average value of a functioixfy] on a region R in the xy-plane
is the number A satisfying
Jfix, yldxdy = A [ [dxdy.
Calculate the average value §fy] = x2 + y? on the rectangle R
consisting of the the points witlB <x <3 and-2<y < 2.

0G.6.d.i) Centroid of a region

The centroid of a region R in the xy-plane is the ppinty*} where
X is the average value di y] = x on R and
y is the average value opgy] =y on R.
Calculate the centroid of the rectangle R consisting of the the points
with -3<x<3and-2=<y=<2.
Are you surprised by the result?

2.05.G6-G7

0G.6.d.ii)

Here's region R plotted in the xy-plane:
Clear [x,y,t 1;
Xx[t_1=Cos[t] (1-Cos[t]);
y[t_ 1=Sin[t] (1-Cos[t]);

Rplot = ParametricPlot [{x[t],y [t]1}, {1 0,2 =},
PlotRange - All, PlotStyle - {{Red, Thickness [0.01 1}},
AxesLabel - {"x","y" 1}, Epilog - Text ["R", {-0.8,05 1}11;

Fancy dudes from Ivy League schools say that this is the cardioid
described in polar coordinates

by the polar equation r[t] = 1- Codt].
Use the Gauss-Green formula to help you to calculate the centroid of
this region.
oG.6.d.iii)

Here's another region R plotted in the xy-plane:
Clear [x, Rplot 71;
. X ;2
Rplot = Plot [{3Sin [T] JX (4-x)}, {x,0,4 1},

PlotStyle - {{Red, Thickness [0.01 ]}}, AxesLabel - {"X","y" 1},
Epilog - Text ["R", {2,3.5 }1];

Calculate the centroid of this region.
Is the centroid inside or outside the region?

0G.6.d.iv)

Sometimes you can look at a plot of a region R and know before you
do any calculation that the centroid of R will calculate out to be inside
R.

What is it about the bulges and hollows of the plot of the boundary of
R that helps you to do this?

G.7) Bombing runs

0G.7.a.i)

You've got a target sitting &, 0} and you want to knock it out with
an iron bomb. If you set the Northrup bomb sight to hit the target at
{0, 0} and examine the poift, y} at which an individual bomb lands,
you will find that the resulting coordinates x and y
— have no influence on each other;
— are both normally distributed; and
- both average out {6, 0}.
You will also find that the standard deviation of the x measurement is
not the same as the standard deviation of the y measurement.
For a specific bomb and airplane, it turns out that

xdev= 50 feet and ydew 100 feet.
And to destroy the target, this type of bomb must hit within 100 feet
of the target.
Estimate the fraction of the bombs of this type, aimed at this target,
that actually destroy the target.

O0G.7.a.ii)

In part i) above, what are your chances of destroying the target if you
bomb it twice?

How many times do you have to bomb the target to gét 95
confidence of destroying it?
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0G.7.b.i)

This time your target is a long, thin radar installation 100 feet long
centered or0, O} and visualized as the line segment running from
{-50, 0 to {50, O:
radarstation =
Show[Graphics [ {Blue, Thickness [0.02 ], Line [{{-50,0 }, {50,0 }}1}1,
Graphics [Text ["Radar Station", {0,5 311,
PlotRange - {{-80,80 }, {-30, 30 }}, Axes - True,
AxesLabel - {"x","y" }1;

y
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The Air Force bomb damage assessment analysts have determined
that to knock out this radar station, you must place your iron bomb
within the ellipse
()2 + ()" =1
Clear [x,y,t 1;
X[t_]1=60Cos[t];
y[t_ ] =100Sin [t];

ellipse = ParametricPlot [{x[t],y [t]1}, {tO,2 3},
PlotStyle - {{Thickness [0.01 1, Red }}, DisplayFunction - |dentity 1;

Show[ellipse, radarstation,
AspectRatio - Automatic, PlotRange - All,
DisplayFunction - $DisplayFunction 1;

Here are two reasons for the shape of the ellipse:
- The long, flat nature of the radar station makes it very vulnerable
to bombs that land to its front or rear.
- The same long, flat nature of the radar station makes it almost
invulnerable to bombs that land to its left or right.
The bombs you are going to use have

xdev= 40 feet and ydew 80 feet.
Estimate the fraction of the bombs aimed0at0} that actually destroy
the radar station.

0G.7.b.ii)

In part i) above, what are your chances of destroying the radar statior
if you bomb it twice aiming the bombs {&, 0}?

How many times do you have to bomb the radar station, aiming the
bombs af0, 0}, to get 99 confidence of destroying the radar station?

2.05.G7
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