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## DE. 07 Eigenvectors and Eigenvalues for Linear Systems Literacy Sheet

What you need to know when you're away from the machine.
$\square$ L.1)
a) Write down the matrix A that allows you to express the linear system

$$
\begin{aligned}
& \mathrm{x}^{\prime}[\mathrm{t}]=3.1 \mathrm{x}[\mathrm{t}]-6.0 \mathrm{y}[\mathrm{t}] \\
& \mathrm{y}^{\prime}[\mathrm{t}]=-2.2 \mathrm{x}[\mathrm{t}]+1.7 \mathrm{y}[\mathrm{t}]
\end{aligned}
$$

in the form

$$
\left\{\mathrm{x}^{\prime}[\mathrm{t}], \mathrm{y}^{\prime}[\mathrm{t}]\right\}=\mathrm{A} .\{\mathrm{x}[\mathrm{t}], \mathrm{y}[\mathrm{t}]\} .
$$

b) Write down the matrix A that allows you to express the linear system

$$
x^{\prime}[t]=-2.9 y[t]
$$

$$
\mathrm{y}^{\prime}[\mathrm{t}]=1.6 \mathrm{x}[\mathrm{t}]+4.5 \mathrm{y}[\mathrm{t}]
$$

in the form
$\left\{\mathrm{x}^{\prime}[\mathrm{t}], \mathrm{y}^{\prime}[\mathrm{t}]\right\}=\mathrm{A} .\{\mathrm{x}[\mathrm{t}], \mathrm{y}[\mathrm{t}]\}$.
c) Given

$$
\mathrm{A}=\underline{\operatorname{TagBox}[ }\left[\left(\begin{array}{cc}
1.4 & -2.5 \\
4.1 & 0
\end{array}\right)\right],
$$

what do you get when you multiply out A. $\{\mathrm{x}[\mathrm{t}], \mathrm{y}[\mathrm{t}]\}$ ?

## $\square$ L.2)

Here are six plots of trajectories for six different linear systems

$$
\begin{aligned}
& x^{\prime}[t]=a x[t]+b y[t] \\
& y^{\prime}[t]=c x[t]+d y[t]
\end{aligned}
$$

all with $\{x[0], y[0]\}=\{5,1\}$ :

a) Use the visual evidence presented and make the calls:

Which plot depicts a trajectory of a linear system whose coefficient matrix has eigenvalues:
i) $\mathrm{p}+\mathrm{iq}$ and $\mathrm{p}-\mathrm{iq}$ with $\mathrm{p}>0$ and $\mathrm{q}=0$ ?
ii) $\mathrm{p}+\mathrm{i} \mathrm{q}$ and $\mathrm{p}-\mathrm{i} \mathrm{q}$ with $\mathrm{p}<0$ and $\mathrm{q} \neq 0$ ?
iii) $\mathrm{p}+\mathrm{iq}$ and $\mathrm{p}-\mathrm{iq}$ with $\mathrm{p}=0$ and $\mathrm{q} \neq 0$ ?
iv) p and q with both p and q real and both p and $\mathrm{q}<0$ ?
v) $\quad \mathrm{p}$ and q with both p and q real at least one of p or q is positive?
b) Here are the plots of solutions, $y[t]$, of the same six systems all with the same starter data $\{\mathrm{x}[0], \mathrm{y}[0]\}=\{5,1\}$ :


Your job is to pair the solution plots with the corresponding trajectory plots.

## -L.2)

How do you tell that none of the following systems is a linear system?
a) $\left\{x^{\prime}[t], y^{\prime}[t]\right\}=\{\operatorname{Sin}[x[t]]+4.9 y[t],-2.3 x[t]+0.4 y[t]\}$,
b) $\left\{x^{\prime}[t], y^{\prime}[t]\right\}=\left\{-\left(y[t]^{2}-1\right) x[t]-y[t], x[t]\right\}$,
c) $\left\{x^{\prime}[t], y^{\prime}[t]\right\}=\{x[t] y[t],-x[t]\}$.

## $\square \mathrm{L} .3$ )

Here is the flow of solutions of a certain linear system


Pencil in the eigenvectors of the coefficient matrix

$$
\mathrm{A}=\operatorname{TagBox}\left[\left(\begin{array}{cc}
-1.75 & -2.17 \\
-1.8 & 0.75
\end{array}\right)\right] .
$$

Explain how you see at a glance that one eigenvalue of the matrix

$$
\mathrm{A}=\underline{\operatorname{TagBox}\left[\left(\begin{array}{cc}
-1.75 & -2.17 \\
-1.8 & 0.75
\end{array}\right)\right]}
$$

is positive and the other is negative.
Where are the straight line trajectories?
How are all other trajectories related to the straight line trajectories?
-L.4)
Here's the flow of solutions of the linear system

$$
\begin{aligned}
& \mathrm{x}^{\prime}[\mathrm{t}]=1.75 \mathrm{x}[\mathrm{t}]+2.17 \mathrm{y}[\mathrm{t}] \\
& \mathrm{y}^{\prime}[\mathrm{t}]=-1.7 \mathrm{x}[\mathrm{t}]-0.75 \mathrm{y}[\mathrm{t}]:
\end{aligned}
$$



Explain how you see at a glance that if $\mathrm{p}+\mathrm{iq}$ (with p and q both real) is an eigenvalue of the coefficient matrix

$$
\mathrm{A}=\underline{\operatorname{TagBox}\left[\left(\begin{array}{cc}
1.75 & 2.17 \\
-1.7 & -0.75
\end{array}\right)\right]} \text {, }
$$

then $\mathrm{q} \neq 0$.
If you look a bit harder, you can determine the sign of $p$. Do it.

## $\square \mathrm{L} .5)$

a) Here are the eigenvalues and eigenvectors of matrix

$$
\begin{aligned}
& A=\underset{\text { TagBox }\left[\left(\begin{array}{ll}
0 & 1 \\
1 & 0
\end{array}\right)\right]}{ } \\
& \quad \begin{array}{l}
\text { Eigenvalues }[\mathbf{A}] \\
\{-1 ., 1 .\}
\end{array} \\
& \quad \begin{array}{l}
\text { Eigenvectors }[\mathbf{A}] \\
\{\{-0.707107,0.707107\},\{0.707107,0.707107\}\}
\end{array}
\end{aligned}
$$

Use this information to help pencil in on the axes below what you expect to be some sample trajectories of the system $\left\{x^{\prime}[t], y^{\prime}[t]\right\}=A .\{x[t], y[t]\}$.
b) You are given a system of differential equations:

$$
\begin{aligned}
& x^{\prime}[t]=a x[t]+b y[t] \\
& y^{\prime}[t]=c x[t]+d y[t] .
\end{aligned}
$$

with specified numerical constants $\mathrm{a}, \mathrm{b}, \mathrm{c}$, and d .
You ask Mathematica for the eigenvalues of the associated coefficient matrix and learn that
$0.1+4 I$ and $0.1-4 I$
are eigenvalues.
Pencil in on the axes below what you expect to be some sample trajectories.
Don't worry about clockwise vs. counterclockwise

c) You are given a system of differential equations:
$x^{\prime}[t]=a x[t]+b y[t]$

$$
y^{\prime}[t]=\mathrm{cx}[\mathrm{t}]+\mathrm{dy}[\mathrm{t}] .
$$

with specified numerical constants $\mathrm{a}, \mathrm{b}, \mathrm{c}$, and d.
You ask Mathematica for the eigenvalues of the associated coefficient matrix and learn that

$$
-0.2+3 \mathrm{I} \text { and }-0.2-3 \mathrm{I}
$$

are eigenvalues.
Pencil in on the axes below what you expect to be some sample trajectories.
Don't worry about clockwise vs. counterclockwise

d) You are given a linear system of differential equations:

System 1: $x^{\prime}[t]=a x[t]+b y[t]$

$$
y^{\prime}[t]=c x[t]+d y[t]
$$

with specified numerical constants $\mathrm{a}, \mathrm{b}, \mathrm{c}$, and d .
You ask Mathematica for the eigenvalues of the associated matrix and learn that

$$
-0.2+3 \mathrm{I} \text { and }-0.2-3 \mathrm{I}
$$

are eigenvalues.
You are given another linear system:

$$
\text { System 2: } x^{\prime}[t]=a a x[t]+b b y[t]
$$

$$
y^{\prime}[t]=\operatorname{cc} x[t]+\operatorname{dd} y[t]
$$

with specified numerical constants aa, bb, cc, and dd.
You ask Mathematica for the eigenvalues of the associated matrix and learn that
$-0.2+5 \mathrm{I}$ and $-0.2-5 \mathrm{I}$
are eigenvalues.
Say whether the solutions of System 1 oscillate more rapidly or more slowly than solutions of System 2. Include a word or two about how you arrived at your answer.

## -L.6)

Here's a linear system of differential equations:

$$
\begin{aligned}
\mathrm{x}^{\prime}[\mathrm{t}] & =-1.4 \mathrm{x}[\mathrm{t}]+1.2 \mathrm{y}[\mathrm{t}] \\
\mathrm{y}^{\prime}[\mathrm{t}] & =-2.4 \mathrm{x}[\mathrm{t}]+2.2 \mathrm{y}[\mathrm{t}] .
\end{aligned}
$$

You can write down the ultimate ratio

$$
\lim _{t \rightarrow \infty} \frac{y^{\prime}[t]}{x^{\prime}[t]}
$$

for solutions $\{x[t], y[t]\}$ of this linear system simply by looking at the output from:

```
| {eigenvalue[1], eigenvalue[2]} = Eigenvalues[A]
{1., -0.2}
    Clear[eigenvector]
    {eigenvector[1], eigenvector[2]} = Eigenvectors[A]
    {{-0.447214, -0.894427}, {-0.707107, -0.707107}}
```

a) Do it.

Does this ultimate ratio depend on starter data? If so, how?
b) Imagine that you are given a new linear system

$$
\left\{\mathrm{x}^{\prime}[\mathrm{t}], \mathrm{y}^{\prime}[\mathrm{t}]\right\}=\mathrm{A} .\{\mathrm{x}[\mathrm{t}], \mathrm{y}[\mathrm{t}]\}
$$

with one propeller and one sucker (no swirl). Explain how you could go about using eigenvalue and eigenvector information to calculate the ultimate ratio

$$
\lim _{t \rightarrow \infty} \frac{y^{\prime}[t]}{x^{\prime}[t]}
$$

## -L.7)

You are going with a cleared matrix A:

$$
\left(\begin{array}{ll}
a & b \\
c & d
\end{array}\right)
$$

And the corresponding linear system:

$$
\begin{aligned}
& \mathbf{I}\left\{\mathbf{x}^{\prime}[\mathrm{t}], \mathbf{y}^{\prime}[\mathrm{t}]\right\} \\
& \{\mathrm{ax}[\mathrm{t}]+\mathrm{by}[\mathrm{t}], \mathrm{cx}[\mathrm{t}]+\mathrm{dy}[\mathrm{t}]\}
\end{aligned}
$$

You search for straight line trajectories running parallel to a vector \{u, v\}:

$$
\begin{aligned}
& \text { Clear }[\mathbf{r}, \mathrm{u}, \mathrm{v}] \\
& \left\{\mathbf{x}\left[\mathrm{t}_{-}\right], \mathrm{y}\left[\mathrm{t}_{-}\right]\right\}=\{\mathbf{u}, \mathrm{v}\} \mathbf{E}^{\mathrm{rt}} \\
& \left\{\mathrm{E}^{\mathrm{rt}} \mathrm{u}, \mathrm{E}^{\mathrm{rt}} \mathrm{v}\right\}
\end{aligned}
$$

To be sure this is a genuine trajectory, you substitute them into the linear system and get:

$$
\begin{aligned}
& \|\left\{\mathbf{x}^{\prime}[t], \mathbf{y}^{\prime}[t]\right\}==\mathbf{A} \cdot\{\mathbf{x}[t], \mathbf{y}[t]\} \\
& \left\{E^{r t} r u, E^{r t} r v\right\}==\left\{a E^{r t} u+b E^{r t} v, c E^{r t} u+d E^{r t} v\right\}
\end{aligned}
$$

a) Explain why this is the same as:
b) Explain why this tells you that straight line trajectories (real or imaginary) of the linear system must go in the directions of eigenvectors of the coefficient matrix A .

## -L.8)

Folks with lots of experience with linear systems

$$
\left\{\mathrm{x}^{\prime}[\mathrm{t}], \mathrm{y}^{\prime}[\mathrm{t}]\right\}=\mathrm{A} .\{\mathrm{x}[\mathrm{t}], \mathrm{y}[\mathrm{t}]\}
$$

say that if you know the eigenvalues and eigenvectors of A , then you have formulas for the straight line trajectories and once you have these you can get the formula for the trajectory starting at any point you like.
What do these folks mean?

## -L.9)

Here's a linear system of differential equations

$$
\begin{aligned}
& \mathrm{x}^{\prime}[\mathrm{t}]=-1.6 \mathrm{x}[\mathrm{t}]+0.4 \mathrm{y}[\mathrm{t}] \\
& \mathrm{y}^{\prime}[\mathrm{t}]=0.6 \mathrm{x}[\mathrm{t}]-1.4 \mathrm{y}[\mathrm{t}] .
\end{aligned}
$$

You read off the matrix A :

$$
\left(\begin{array}{cc}
-1.6 & 0.4 \\
0.6 & -1.4
\end{array}\right)
$$

You ask for the eigenvectors of A:
$\{\{-0.707107,0.707107\},\{-0.5547,-0.83205\}\}$
And the eigenvalues of A:
\{-2., -1.\}
Here are formulas for solutions corresponding to the straight line trajectories:

```
Clear [ \(\mathrm{x} 1, \mathrm{y} 1, \mathrm{x} 2, \mathrm{y} 2]\)
    \(\left\{x 1\left[t_{-}\right], y^{1}\left[t_{-}\right]\right\}=\)eigenvector \([1] \mathrm{E}^{-2 t}\)
\(\left\{\mathbf{x} 2\left[t_{-}\right], y^{2}\left[t_{-}\right]\right\}=\)eigenvector \([2] \mathrm{E}^{-t}\)
    \(\left\{-0.707107 \mathrm{E}^{-2 t}, 0.707107 \mathrm{E}^{-2 t}\right\}\)
    \(\left\{-0.5547 \mathrm{E}^{-\mathrm{t}},-0.83205 \mathrm{E}^{-\mathrm{t}}\right\}\)
```

Stay with the same matrix A and write down formulas for the solutions $\{\mathrm{x}[\mathrm{t}], \mathrm{y}[\mathrm{t}]\}$ of the linear system

$$
\left\{\mathrm{x}^{\prime}[\mathrm{t}], \mathrm{y}^{\prime}[\mathrm{t}]\right\}=\mathrm{A} \cdot\{\mathrm{x}[\mathrm{t}], \mathrm{y}[\mathrm{t}]\}
$$

with

$$
\{\mathrm{x}[0], \mathrm{y}[0]\}=\text { eigenvector }[1]+2 \text { eigenvector }[2]
$$

This problem is not as hard as it looks.

## $\square$ L.10)

Here is a linear system:

$$
\{\mathrm{ax}[\mathrm{t}]+\mathrm{by}[\mathrm{t}], \mathrm{cx}[\mathrm{t}]+\mathrm{dy}[\mathrm{t}]\}==\left\{4 \mathrm{x}[\mathrm{t}]+6 \mathrm{y}[\mathrm{t}], \frac{\mathrm{x}[\mathrm{t}]}{2}+2 \mathrm{y}[\mathrm{t}]\right\}
$$

You check the eigenvalues of $A$ :

$$
\{1,5\}
$$

And the eigenvectors of A :

$$
\{\{-2,1\},\{6,1\}\}
$$

At this point, you have enough information to come up with a hand calculation of the formulas for the solutions $x[t]$ and $y[t]$ with given starter data $x[0]=2$ and $y[0]=3$.

## Do it.

## $\square \mathbf{L . 1 1 )}$

Explain where the following Mathematica output comes from:
| Clear[p, q, t]
ComplexExpand [ $\mathrm{E}^{(\mathrm{p}+\mathrm{I} q) \mathrm{t}}$ ]
$E^{p t} \operatorname{Cos}[q t]+I E^{p t} \operatorname{Sin}[q t]$
Clear [p, q, t]
ComplexExpand [ $\left.E^{(p-I q) t}\right]$
$E^{p t} \operatorname{Cos}[q t]-I E^{p t} \operatorname{Sin}[q t]$
|ComplexExpand $\left[\frac{1}{2}\left(E^{I q t}+E^{-I q t}\right)\right]$
$\operatorname{Cos}[q t]$
|ComplexExpand [ $\left.\frac{1}{2} \mathrm{I}\left(E^{-I q t}-E^{I q t}\right)\right]$
Sin[qt]
ComplexExpand $\left[\frac{\mathbf{1}}{\mathbf{2}}\left(\mathbf{E}^{(p+I q) t}+E^{(p-I q) t}\right)\right]$
$E^{p t} \operatorname{Cos}[q t]$
ComplexExpand $\left[\frac{1}{2} I\left(E^{(p-I q) t}-E^{(p+I q) t}\right)\right]$
$E^{p t} \operatorname{Sin}[q t]$

## $\square \mathbf{L . 1 2 )}$

a) (Multiple Choice)

You are going with a linear system:

$$
\begin{aligned}
x^{\prime}[t] & =a x[t]+b y[t] \\
y^{\prime}[t] & =c x[t]+d y[t]
\end{aligned}
$$

with specified numerical constants $\mathrm{a}, \mathrm{b}, \mathrm{c}$ and d .
You calculate the eigenvalues of the coefficient matrix and get $\mathrm{p}+\mathrm{Iq}$ and $\mathrm{p}-\mathrm{Iq}$ where p and q are ordinary real numbers with $q \neq 0$. This in turn tells you to expect formulas for $x[t]$ and $y[t]$ in terms of combinations of
(i) $\mathrm{E}^{\mathrm{qt}} \operatorname{Cos}[\mathrm{pt}]$ and $\mathrm{E}^{\mathrm{qt}} \operatorname{Sin}[\mathrm{pt}]$
(ii) $E^{p t} \operatorname{Cos}[q t]$ and $E^{p t} \operatorname{Sin}[q t]$
(iii) $E^{p t} \operatorname{Cos}[q t]$ and $E^{p t} \operatorname{Sin}[p t]$
(iv) None of the above.
b) You are going with a linear system:
$x^{\prime}[t]=a x[t]+b y[t]$
$y^{\prime}[t]=c x[t]+d y[t]$
with specified numerical constants $\mathrm{a}, \mathrm{b}, \mathrm{c}$ and d .
You calculate the eigenvalues of the coefficient matrix and
get $\mathrm{p}+\mathrm{Iq}$ and $\mathrm{p}-\mathrm{Iq}$ where p and q are ordinary real numbers with $\mathrm{q} \neq 0$.
How does your answer to part a) reinforce the idea that if $\mathrm{p}<0$, then
$\operatorname{Limit}[\mathrm{x}[\mathrm{t}], \mathrm{t} \rightarrow \infty$ ] $=\operatorname{Limit}[\mathrm{y}[\mathrm{t}], \mathrm{t} \rightarrow \infty]=0$
no matter what the starting data are?
c) You are going with a linear system:
$x^{\prime}[t]=a x[t]+b y[t]$
$y^{\prime}[t]=c x[t]+d y[t]$
with specified numerical constants $\mathrm{a}, \mathrm{b}, \mathrm{c}$ and d .
You calculate the eigenvalues of the coefficient matrix and get $\mathrm{p}+\mathrm{Iq}$ and $\mathrm{p}-\mathrm{Iq}$ where p and q are ordinary real numbers. How does your answer to part a) reinforce the idea that if $p=0$, then all
solutions $x[t]$ and $y[t]$ are periodic with the same frequency independent of what the starting data are?

## $\square$ L.13)

Here is Mathematica's calculation of the eigenvalues of a cleared matrix

$$
\left.\begin{array}{l}
\qquad A=\left(\begin{array}{ll}
a & b \\
c & d
\end{array}\right) \\
\left\{\frac{1}{2}\left(a+d-\sqrt{a^{2}+4 b c-2 a d+d^{2}}\right), \frac{1}{2}\left(a+d+\sqrt{a^{2}+4 b c-2 a d+d^{2}}\right)\right\} \\
\text { Put } \quad \text { trace }[A]=a+d \\
\text { and look at the determinant of A: } \\
-b c+a d
\end{array}\right\} \begin{aligned}
& \text { This tells you that } \\
& \text { the eigenvalues of A are given by } \\
& \quad \frac{1}{2}\left(\operatorname{trace}[A]+\sqrt{\operatorname{trace}[A]^{2}-4 \operatorname{Det}[A]}\right) \\
& \text { and } \\
& \quad \frac{1}{2}\left(\operatorname{trace}[A]-\sqrt{\operatorname{trace}[A]^{2}-4 \operatorname{Det}[A]}\right) .
\end{aligned}
$$

a) Use these formulas and a cheap calculator to come up with eigenvalues of the indicated matrices $\mathrm{A}, \mathrm{B}$ and C :
i) $\quad \mathrm{A}=\left(\begin{array}{ll}-1.0 & 2.0 \\ -1.0 & 1.0\end{array}\right)$
ii) $\quad \mathrm{B}=\left(\begin{array}{ll}-1.0 & 2.0 \\ -1.0 & 1.1\end{array}\right)$
iii) $\quad \mathrm{C}=\left(\begin{array}{ll}-1.0 & 2.0 \\ -1.0 & 0.9\end{array}\right)$
b) Stay with the same matrices A, B and C and explain the following statement:
Even though the linear systems

$$
\left\{\mathrm{x}^{\prime}[\mathrm{t}], \mathrm{y}^{\prime}[\mathrm{t}]\right\}=\mathrm{A} .\{\mathrm{x}[\mathrm{t}], \mathrm{y}[\mathrm{t}]\}
$$

$\left\{\mathrm{x}^{\prime}[\mathrm{t}], \mathrm{y}^{\prime}[\mathrm{t}]\right\}=\mathrm{B} .\{\mathrm{x}[\mathrm{t}], \mathrm{y}[\mathrm{t}]\}$
and
$\left\{\mathrm{x}^{\prime}[\mathrm{t}], \mathrm{y}^{\prime}[\mathrm{t}]\right\}=\mathrm{C} .\{\mathrm{x}[\mathrm{t}], \mathrm{y}[\mathrm{t}]\}$
appear to be almost the same, the long-term behavior of the solutions of these three systems is radically different.

## -L.14)

Here is Mathematica's calculation of the eigenvalues of a cleared matrix

$$
\begin{aligned}
& \quad A=\underline{\operatorname{TagBox}\left[\left(\begin{array}{ll}
a & b \\
c & d
\end{array}\right)\right]:} \\
& \left\{\frac{1}{2}\left(a+d-\sqrt{a^{2}+4 b c-2 a d+d^{2}}\right), \frac{1}{2}\left(a+d+\sqrt{a^{2}+4 b c-2 a d+d^{2}}\right)\right\} \\
& \text { Put } \quad \text { trace[A] }=a+d \\
& \text { and look at the determinant of A: } \\
& -b c+a d \\
& \text { This tells you that the eigenvalues of A are given by } \\
& \frac{1}{2}\left(\operatorname{trace}[A]+\sqrt{\operatorname{trace}[A]^{2}-4 \operatorname{Det}[A]}\right) \\
& \text { and } \\
& \quad \frac{1}{2}\left(\operatorname{trace}[A]-\sqrt{\operatorname{trace}[A]^{2}-4 \operatorname{Det}[A]}\right) .
\end{aligned}
$$

Use these formulas to help to explain:
a) If $\operatorname{trace}[\mathrm{A}]=0$ and $\operatorname{trace}[\mathrm{A}]^{2}-4 \operatorname{Det}[\mathrm{~A}]<0$,
then all the solutions $\{\mathrm{x}[\mathrm{t}], \mathrm{y}[\mathrm{t}]\}$ of the linear system

$$
\left\{\mathrm{x}^{\prime}[\mathrm{t}], \mathrm{y}^{\prime}[\mathrm{t}]\right\}=\mathrm{A} \cdot\{\mathrm{x}[\mathrm{t}], \mathrm{y}[\mathrm{t}]\}
$$

oscillate with the same frequency no matter what starter data are given.
b) If $\operatorname{trace}[\mathrm{A}]<0$ and $\operatorname{trace}[\mathrm{A}]^{2}-4 \operatorname{Det}[\mathrm{~A}]<0$,
then all the solutions $\{\mathrm{x}[\mathrm{t}], \mathrm{y}[\mathrm{t}]\}$ of the linear system
$\left\{\mathrm{x}^{\prime}[\mathrm{t}], \mathrm{y}^{\prime}[\mathrm{t}]\right\}=\mathrm{A} .\{\mathrm{x}[\mathrm{t}], \mathrm{y}[\mathrm{t}]\}$
satisfy
$\operatorname{Limit}[\mathrm{x}[\mathrm{t}], \mathrm{t} \rightarrow \infty]=\operatorname{Limit}[\mathrm{y}[\mathrm{t}], \mathrm{t} \rightarrow \infty]=0$
$\square$ L.15)
a) Go with an ordinary linear oscillator $y^{\prime \prime}[t]+b y^{\prime}[t]+c y[t]=0$
and use the substitution $\mathrm{x}[\mathrm{t}]=\mathrm{y}^{\prime}[\mathrm{t}]$ to convert this to a system $\left\{x^{\prime}[t], y^{\prime}[t]\right\}=A .\{x[t], y[t]\}$.
to get
$x^{\prime}[t]=-b x[t]-c y[t]$ $y^{\prime}[t]=x[t]$.
This gives you

$$
\left\{\mathrm{x}^{\prime}[\mathrm{t}], \mathrm{y}^{\prime}[\mathrm{t}]\right\}=\mathrm{A} .\{\mathrm{x}[\mathrm{t}], \mathrm{y}[\mathrm{t}]\}
$$

where

$$
A=\left(\begin{array}{cc}
-b & -c \\
1 & 0
\end{array}\right)
$$

The Mathematica calculation in an earlier problem revealed that the eigenvalues of a matrix A are given by

$$
\frac{1}{2}\left(\operatorname{trace}[\mathrm{~A}]+\sqrt{\operatorname{trace}[\mathrm{A}]^{2}-4 \operatorname{Det}[\mathrm{~A}]}\right)
$$

and

$$
\frac{1}{2}\left(\operatorname{trace}[\mathrm{~A}]-\sqrt{\operatorname{trace}[\mathrm{A}]^{2}-4 \operatorname{Det}[\mathrm{~A}]}\right)
$$

Use these formulas to confirm that the eigenvalues of A are given by $\frac{1}{2}\left(-b+\sqrt{b^{2}-4 c}\right)$ and $\frac{1}{2}\left(-b-\sqrt{b^{2}-4 c}\right)$.
b) How do the eigenvalues above compare to what you get when you solve $z^{2}+b z+c=0$
for z ?

