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Summary. Sylvester's form of the resultant is often encountered in the literature but is completely different from the one discussed in this paper; the form described here can be found in Sylvester's paper of 1853 [12], and has been previously used only once, by Van Vleck [13] in the last century. Triangularizing this "rediscovered" form of the resultant we obtain a new method for computing a greatest common divisor (gcd) of two polynomials in \( \mathbb{Z}[x] \), along with their polynomial remainder sequence (prs); since we are interested in exact integer arithmetic computations we make use of Bareiss's [4] integer-preserving transformation algorithm for Gaussian elimination. This new method uniformly treats both complete and incomplete prs's and, for the polynomials of the prs's, it provides the smallest coefficients that can be expected without coefficient gcd computations.

1. Introduction. In this note we restrict our discussion to univariate polynomials with integer coefficients and to computations in \( \mathbb{Z}[x] \), a unique factorization domain. Given the polynomial \( p(x) = c_n x^n + c_{n-1} x^{n-1} + \cdots + c_0 \), its degree is denoted by \( \deg(p(x)) \) and \( c_n \), its leading coefficient, by \( \text{lc}(p) \); moreover, \( p(x) \) is called primitive if its coefficients are relatively prime.

Consider now \( p_1(x) \) and \( p_2(x) \), two primitive, nonzero polynomials in \( \mathbb{Z}[x] \), \( \deg(p_1(x)) = n \) and \( \deg(p_2(x)) = m \), \( n \geq m \). Clearly, the polynomial division (with remainder) algorithm, call it PD, that works over a field, cannot be used in \( \mathbb{Z}[x] \) since it requires exact divisibility by \( \text{lc}(p_2) \). So we use pseudo-division, which always yields a pseudo-quotient and pseudo-remainder; in this process we have to premultiply \( p_1(x) \) by \( \text{lc}(p_2)^{n-m+1} \) and then apply algorithm PD. Therefore we have:

\[
\text{lc}(p_2)^{n-m+1} p_1(x) = q(x)p_2(x) + p_3(x), \quad \deg(p_3(x)) < \deg(p_2(x)).
\]

Applying the same process to \( p_2(x) \) and \( p_3(x) \), and then to \( p_3(x) \) and \( p_4(x) \), etc. (Euclid's algorithm), we obtain a polynomial remainder sequence (prs)

\[
p_1(x), p_2(x), p_3(x), \ldots, p_h(x), p_{h+1}(x) = 0,
\]

where \( p_h(x) \neq 0 \) is a greatest common divisor of \( p_1(x) \) and \( p_2(x) \), \( \text{gcd}(p_1(x), p_2(x)) \). If \( n_i = \deg(p_i(x)) \) and we have \( n_i - n_{i+1} = 1 \), for all \( i \), the prs is called complete, otherwise, it is called incomplete. The problem with the above approach is that the coefficients of the polynomials in the prs grow exponentially and hence slow.
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down the computations. We wish to control this coefficient growth. We observe that equation (1) can also be written more generally as

\[
(2) \quad \text{lcm}(p_{i+1})^{n_i-n_{i+1}} p_i(x) = q_i(x)p_{i+1}(x) + \beta_i p_{i+2}(x), \quad \deg(p_{i+2}(x)) < \deg(p_{i+1}(x)),
\]

\( i = 1, 2, \ldots, h - 1. \) That is, if a method for choosing \( \beta_i \) is given, the above equation provides an algorithm for constructing a prs. The obvious choice \( \beta_i = 1, \) for all \( i, \) is called the Euclidean prs; it was described above and leads to exponential growth of coefficients. Choosing \( \beta_i \) to be the greatest common divisor of the coefficients of \( p_{i+2}(x) \) results in the primitive prs, and it is the best that can be done to control the coefficient growth. (Notice that here we are dividing \( p_{i+2}(x) \) by the greatest common divisor of its coefficients before we use it again). However, computing the greatest common divisor of the coefficients for each member of the prs (after the first two, of course) is an expensive operation and should be avoided. So far, in order to control the coefficient growth and to avoid the coefficient gcd computations, either the reduced or the (improved) subresultant prs have been used. In the reduced prs we choose

\[
(3) \quad \beta_1 = 1 \quad \text{and} \quad \beta_i = \text{lcm}(p_i)^{n_i-n_{i+1}}, \quad i = 2, 3, \ldots, h - 1,
\]

whereas, in the subresultant prs we have

\[
(4) \quad \beta_1 = (-1)^{n_1-n_2+1} \quad \text{and} \quad \beta_i = (-1)^{n_i-n_{i+1}+1} \text{lcm}(p_i) H_i^{n_i-n_{i+1}}, \quad i = 2, 3, \ldots, h-1,
\]

where

\[
H_2 = \text{lcm}(p_2)^{n_1-n_2} \quad \text{and} \quad H_i = \text{lcm}(p_i)^{n_i-n_{i-1}} H_{i-1}^{1-n_i-n_{i-1}}, \quad i = 3, 4, \ldots, h - 1.
\]

That is, in both cases above we divide \( p_{i+2}(x) \) by the corresponding \( \beta_i \) before we use it again. The reduced prs algorithm is recommended if the prs is complete, whereas if the prs is incomplete the subresultant prs algorithm is to be preferred. The proofs that the \( \beta_i \)'s shown in (3) and (4) exactly divide \( p_{i+2}(x) \) are very complicated [7] and have up to now obscured simple divisibility properties [11], (see also [5] and [6]). For a simple proof of the validity of the reduced prs see [1]; analogous proof for the subresultant prs can be found in [8].

In contrast with the above prs algorithms, the matrix-triangularization subresultant prs method avoids explicit polynomial divisions. In what follows we present this method. We also present an example where bubble pivot is needed.

2. Sylvester's form of the resultant. Consider the two polynomials in \( \mathbb{Z}[x], \) \( p(x) = c_n x^n + c_{n-1} x^{n-1} + \cdots + c_0 \) and \( p_2(x) = d_m x^m + d_{m-1} x^{m-1} + \cdots + d_0, \) \( c_n \neq 0, \) \( d_m \neq 0, \) \( n \geq m. \) In the literature the most commonly encountered
forms of the resultant of \( p_1(x) \) and \( p_2(x) \) (both known as “Sylvester’s” forms) are:

\[
\begin{bmatrix}
c_n & c_{n-1} & \cdots & c_0 & 0 & \cdots & 0 \\
0 & c_n & c_{n-1} & \cdots & c_0 & \cdots & 0 \\
\vdots & & & & & & \\
0 & 0 & \cdots & c_n & c_{n-1} & \cdots & c_0 \\
d_m & d_{m-1} & \cdots & d_0 & 0 & 0 & \cdots & 0 \\
0 & d_m & d_{m-1} & \cdots & d_0 & 0 & \cdots & 0 \\
\vdots & & & & & & \\
0 & 0 & \cdots & d_m & d_{m-1} & \cdots & d_0 
\end{bmatrix}
\]

or

\[
\begin{bmatrix}
c_n & c_{n-1} & \cdots & c_0 & 0 & \cdots & 0 \\
0 & c_n & c_{n-1} & \cdots & c_0 & \cdots & 0 \\
\vdots & & & & & & \\
0 & 0 & \cdots & c_n & c_{n-1} & \cdots & c_0 \\
0 & 0 & \cdots & d_m & d_{m-1} & \cdots & d_0 \\
\vdots & & & & & & \\
dl_m & d_{m-1} & \cdots & d_0 & 0 & \cdots & 0 \\
dl_m & d_{m-1} & \cdots & d_0 & 0 & \cdots & 0 
\end{bmatrix}
\]

where for both cases we have \( m \) rows of \( c \)'s and \( n \) rows of \( d \)'s; that is, the determinant is of order \( m + n \). Contrary to established practice, we call the first Bruno’s and the second Trudi’s form of the resultant [3]. Notice that \( \text{res}_B(p_1, p_2) = (-1)^{n(n-1)/2} \text{res}_T(p, p_2) \). We choose to call Sylvester’s form the one described below; this form was “buried” in Sylvester’s 1853 paper [12] and is only once mentioned in the literature in a paper by Van Vleck [13]. Sylvester indicates ([12]), p. 426 that he had produced this form in 1839 or 1840 and some years later Cayley unconsciously reproduced it as well. It is Sylvester’s form of the resultant that forms the foundation of our new method for computing polynomial remainder sequences; however, we first present the following theorem concerning Bruno’s form of the resultant:

**Theorem 1** (Laidacker [10]). If we transform the matrix corresponding to \( \text{res}_B(p_1(x), p_2(x)) \) into its upper triangular form \( T_B(R) \), using row transformations only, then the last nonzero row of \( T_B(R) \) gives the coefficients of a greatest common divisor of \( p_1(x) \) and \( p_2(x) \).

The above theorem indicates that we can obtain only a greatest common divisor of \( p_1(x) \) and \( p_2(x) \) but none of the remainder polynomials. In order to compute both
\[ \text{gcd}(p_1(x), p_2(x)) \text{ and all the polynomial remainders we have to use Sylvester's form of the resultant; this is of order } 2n \text{ (as opposed to } n + m \text{ for the other forms) and of the following form (} p_2(x) \text{ has been transformed into a polynomial of degree } n \text{ by introducing zero coefficients):} \]

\[
\begin{array}{ccccccc}
  c_n & c_{n-1} & \ldots & c_0 & 0 & 0 & \ldots 0 \\
  d_n & d_{n-1} & \ldots & d_0 & 0 & 0 & \ldots 0 \\
  0 & c_n & \ldots & c_0 & 0 & \ldots 0 \\
  0 & d_n & \ldots & d_0 & 0 & \ldots 0 \\
  \ldots & \ldots & \ldots & \ldots & \ldots & \ldots & \ldots \\
  0 & \ldots & 0 & c_n & c_{n-1} & \ldots & c_0 \\
  0 & \ldots & 0 & d_n & d_{n-1} & \ldots & d_0 
\end{array} \tag{S}
\]

Sylvester obtains this form from the system of equations ([12]) pp. 427–428)

\[
\begin{align*}
p(x) &= 0 \\
q(x) &= 0 \\
x \cdot p(x) &= 0 \\
x \cdot q(x) &= 0 \\
x^2 \cdot p(x) &= 0 \\
x^2 \cdot q(x) &= 0 \\
\ldots \\
x^{n-1} \cdot p(x) &= 0 \\
x^{n-1} \cdot q(x) &= 0
\end{align*}
\]

and he indicates that if we take \( k \) pairs of the above equations, the highest power of \( x \) appearing in any of them will be \( x^{n+k-1} \). Therefore, we shall be able to eliminate so many powers of \( x \), that \( x^{n-k} \) will be the highest power uneliminated and \( n-k \) will be the degree of a member of the Sturmian polynomial remainder sequence generated by \( p(x) \) and \( q(x) \). Moreover, Sylvester showed that the polynomial remainders thus obtained are what he terms simplified residues; that is, the coefficients are the smallest possible obtained without integer gcd computations and without introducing rationals. Stated in other words, the polynomial remainders have been freed from their corresponding allotrious factors.

It has been proved [13] that if we want to compute the polynomial remainder sequence \( p_1(x), p_2(x), p_3(x), \ldots, p_k(x) \), \( \deg(p_1(x)) = n \), \( \deg(p_2(x)) = m \), \( n \geq m \), we can obtain the (negated) coefficients of the \((i+1)\)th member of the \( prs \), \( i = 0, 1, 2, \ldots, h - 1 \), as minors formed from the first \( 2i \) rows of \((S)\) by successively associating with the first \( 2i-1 \) columns (of the \((2i)\) by \((2n)\) matrix) each succeeding column in turn.

Instead of proceeding as above, we transform the matrix corresponding to the resultant \((S)\) into its upper triangular form and obtain the members of the \( prs \) with
the help of Theorem 2 below. We also use Bareiss’s integer-preserving transformation algorithm [4]; that is:

let $r_{00}^{(-1)} = 1$, and $r_{ij}^{(0)} = r_{ij}$, $i, j = 1, \ldots, n$; then for $k < i, j \leq n$,

$$
(5) \\
\begin{vmatrix}
    r_{kk}^{(k-1)} & r_{kj}^{(k-1)} \\
    r_{ik}^{(k-1)} & r_{ij}^{(k-1)}
\end{vmatrix}
$$

Of particular importance in Bareiss’s algorithm is the fact that the determinant of order 2 is divided exactly by $r_{k-1,k-1}^{(k-2)}$ (the proof is very short and clear and is described in Bareiss’s paper [4]) and that the resulting coefficients are the smallest that can be expected without coefficient $gcd$ computations and without introducing rationals. Notice how all the complicated expressions for $\beta_i$ in the reduced and subresultant prs algorithms are mapped to the simple factor $r_{k-1,k-1}^{(k-2)}$ of this method.

It should be pointed out that using Bareiss’s algorithm we will have to perform pivots (interchange two rows) which will result in a change of signs. We also define the term bubble pivot as follows: if the diagonal element in row $i$ is zero and the next nonzero element down the column is in row $i+j, j > 1$, then row $i+j$ will become row $i$ after pairwise interchanging it with the rows above it. Bubble pivot preserves the symmetry of the determinant.

We have the following theorem.

**Theorem 2 ([2]).** Let $p_1(x)$ and $p_2(x)$ be two polynomials of degrees $n$ and $m$ respectively, $n \geq m$. Using Bareiss’s algorithm transform the matrix corresponding to ress$(p_1(x), p_2(x))$ into its upper triangular form $T_S(R)$: let $n_i$ be the degree of the polynomial corresponding to the $i$-th row of $T_S(R), i = 1, 2, \ldots, 2n$, and let $p_k(x), k \geq 2$, be the $k$th member of the (complete or incomplete) polynomial remainder sequence of $p_1(x)$ and $p_2(x)$. Then if $p_k(x)$ is in row $i$ of $T_S(R)$, the coefficients of $p_{k+1}(x)$ (within sign) are obtained from row $i+j$ of $T_S(R)$, where $j$ is the smallest integer such that $n_{i+j} < n_i$. (If $n = m$ associate both $p_1(x)$ and $p_2(x)$ with the first row of $T_S(R)$.)

We see, therefore, that based on Theorem 2, we have a new method to compute the polynomial remainder sequence and a greatest common divisor of two polynomials. This new method uniformly treats both complete and incomplete prs’s and provides the smallest coefficients that can be expected without coefficient $gcd$ computation.

**3. The matrix-triangularization subresultant prs method.** The inputs are two (primitive) polynomials in $\mathbb{Z}[x]$, $p_1(x) = c_n x^n + c_{n-1} + \cdots + c_0$ and $p_2(x) = d_m x^m + d_{m-1} x^{m-1} + \cdots + d_0, c_n \neq 0, d_m \neq 0, n \geq m$.

**Step 1:** Form the resultant $(S), \text{ress}(p_1(x), p_2(x))$, of the two polynomials $p_1(x)$ and $p_2(x)$.

**Step 2:** Using Bareiss’s algorithm (and bubble pivot) transform the resultant $(S)$ into its upper triangular form $T_S(R)$; then the coefficients of all the members of the
polynomial remainder sequence of \( p_1(x) \) and \( p_2(x) \) are obtained from the rows of 
\( T_5(R) \) with the help of Theorem 2.

For this method we have proved \([2]\) that its computing time is:

**Theorem 3.** Let \( p_1(x) = c_n x^n + c_{n-1} x^{n-1} + \cdots + c_0 \) and \( p_2(x) = d_m x^m + 
\( d_{m-1} x^{m-1} + \cdots + d_0, \) \( c_n \neq 0, \) \( d_m \neq 0, \) \( n \geq m \) be two (primitive) polynomials in \( \mathbb{Z}[x] \) and for some polynomial \( P(x) \) in \( \mathbb{Z}[x] \) let \( |P|_\infty \) represent its maximum coefficient in absolute value. Then the method described above computes a greatest common divisor of \( p_1(x) \) and \( p_2(x) \) along with all the polynomial remainders in time

\[
0(n^3 L(|p|_\infty)^2)
\]

where \( |p|_\infty = \max(|p_1|_\infty), |p_2|_\infty) \).

Below we present an incomplete example where bubble pivoting is needed \([3]\); note that there is a difference of 3 in the degrees of the members of the prs, as opposed to a difference of 2 in Knuth's "classic" incomplete example \([2]\).

**Example.** Let us find the polynomial remainder sequence of the polynomials

\[
p_1(x) = 3x^9 + 5x^3 + 7x^7 - 3x^6 - 5x^5 - 7x^4 + 3x^3 + 5x^2 + 7x - 2
\]

and

\[
p_2(x) = x^8 - x^3 - x^2 - x - 1.
\]

This incomplete prs example presents a variation of three in the degrees of its members (from 7 to 4) and it requires a bubble pivot in the matrix-triangularization method; that is, the special kind of pivot described above will take place between rows that are not adjacent (the pivoted rows are marked by "#").

The matrix-triangularization subresultant prs method

<table>
<thead>
<tr>
<th>row</th>
<th>degree</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 &gt;</td>
<td>3 5 7 - 3 - 7 3 5 7 - 2 0 0 0 0 0 0 0</td>
</tr>
<tr>
<td>2 &gt;</td>
<td>0 1 0 0 - 1 0 0 - 1 - 1 - 1 0 0 0 0 0 0 0</td>
</tr>
<tr>
<td>3 &gt;</td>
<td>0 0 5 7 0 - 5 - 7 6 3 1 0 - 2 0 0 0 0 0 0</td>
</tr>
<tr>
<td>4 &gt;</td>
<td>0 0 0 - 7 0 0 7 - 6 - 13 - 15 - 3 0 0 0 0 0 0 0</td>
</tr>
<tr>
<td>5 &gt;</td>
<td>0 0 0 0 - 49 0 0 79 23 19 - 55 14 0 0 0 0 0 0 0</td>
</tr>
<tr>
<td>#6 &gt;</td>
<td>0 0 0 0 0 - 343 0 - 24 501 73 93 - 413 98 0 0 0 0 0 0</td>
</tr>
<tr>
<td>#7 &gt;</td>
<td>0 0 0 0 0 0 - 2401 - 510 - 1273 1637 - 339 56 - 2591 686 0 0 0 0 7</td>
</tr>
<tr>
<td>8 &gt;</td>
<td>0 0 0 0 0 0 2058 4459 7546 3430 2401 0 0 0 0 0 0</td>
</tr>
<tr>
<td>9 &gt;</td>
<td>0 0 0 0 0 0 0 0 0 - 1764 - 3322 - 6468 - 2940 - 2058 0 0 0 0 0 0</td>
</tr>
<tr>
<td>10 &gt;</td>
<td>0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0</td>
</tr>
<tr>
<td>11 &gt;</td>
<td>0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0</td>
</tr>
<tr>
<td>12 &gt;</td>
<td>0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0</td>
</tr>
<tr>
<td>13 &gt;</td>
<td>0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0</td>
</tr>
<tr>
<td>14 &gt;</td>
<td>0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0</td>
</tr>
<tr>
<td>15 &gt;</td>
<td>0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0</td>
</tr>
<tr>
<td>16 &gt;</td>
<td>0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0</td>
</tr>
<tr>
<td>17 &gt;</td>
<td>0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0</td>
</tr>
<tr>
<td>18 &gt;</td>
<td>0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0</td>
</tr>
</tbody>
</table>

The members of the prs are obtained from the rows whose numbers are followed by ">", except for row 8 in which case the smaller coefficients shown below, in 6 >,
are taken as the coefficients of the polynomial. The largest integer generated is 2734331711920244 (17 digits).

Pivoted row 6 during transformation 6. Stored row is:

\[ 6 > 0000000042911547049000000 \]

Pivoted row 7 during transformation 7. Stored is:

\[ 7) 0000000029463710784903430000000 \]
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