# Matrix computation of subresultant polynomial remainder sequences in integral domains 
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We present an improved variant of the matrix-triangularization subresultant prs method [1] for the computation of a greatest common divisor of two polynomials $A$ and $B$ (of degrees $m$ and $n$, respectively) along with their polynomial remainder sequence. It is improved in the sense that we obtain complete theoretical results, independent of Van Vleck's theorem [13] (which is not always true [2, 6]), and, instead of transforming a matrix of order $2 \cdot \max (m, n)[1]$, we are now transforming a matrix of order $m+n$. An example is also included to clarify the concepts.

# Матричное вычисление субрезультантных полиномиальных последовательностей остатков в интегральных областях 

А. Г. Акритас, Е. К. Акритас, Г. И. Маланонок

Представлен улучшенный вариант матрично-грианьуяринационноо субрезультантноюо метода лотиномиальных постедовательностей остатков (ПІПО) [1] аля вычисления наиболынегя (биено делителя ивух многочленов $A$ и $B$ (степеней $m$ и $n$ схответственно) с оиновременным нахождением их ПОП. Улучпение заклкчается в том, что получены законченные теоретические результаты, независимые от теоремы Ван Влеха [13] (кюторая не всегиа сираведлива, см [2, 6]). Кроме того, вместо прежразования матрицы пряяда $2 \cdot \max (m, n)$ [1] теперь иренбразуется матрииа нрядка $m+n$. Прелставлен численный иример дяя иллкстрапии этих пложений.

## 1. Introduction

Let $I$ be an integral domain, and let

$$
A_{i}=\sum_{j=1}^{m} c_{i j} x^{m-j}
$$

where $c_{i j} \in I, i=1,2, \ldots, n$; then

$$
\operatorname{mat}\left(A_{1}, A_{2}, \ldots, A_{n}\right)
$$

denotes the matrix $\left(a_{i j}\right)$ of order $n \times m$. Moreover, let $A, B \in I[x], \operatorname{deg} A=m, \operatorname{deg} B=n$ and let

$$
M_{k}=\operatorname{mat}\left(x^{n-k-1} A, x^{n-k-2} A, \ldots, A, x^{m-k-1} B, x^{m-k-2} B, \ldots, B\right), \quad 0 \leq k<\min (m, n)
$$

[^0]be the matrix of order $(m+n-2 k) \times(m+n-k)$, where $M_{0}$ is the well-known Sylvester's matrix. Then, $k$ th subresultant polynomial of $A$ and $B$ is called the polynomial
$$
S_{k}=\sum_{i=0}^{k} M_{k}^{i} x^{i}
$$
of degree $\leq k$, where $M_{k}^{i}$ is a minor of the matrix $M_{k}$ of order $m+n-2 k$, formed by the elements of columns $1,2, \ldots, m+n-2 k-1$ and column $m+n-k-i$. Habicht's known theorem [7] establishes a relation between the subresultant polynomials $S_{0}, S_{1}, \ldots, S_{\min (m, n)-1}$ and the polynomial remainder sequence (prs) of $A$ and $B$, and also demonstrates the so-called gap structure. (For a surprisingly simple proof of Habicht's theorem see González et al [6].)

According to the matrix-triangularization subresultant prs method (see for example Akritas' book [2] or papers [1,3]) all the subresultant polynomials of $A$ and $B$ can be computed within sign by transforming the matrix (suggested by Sylvester [12])

$$
\operatorname{mat}\left(x^{\max (m, n)-1} A, x^{\max (m, n)-1} B, x^{\max (m, n)-2} A, x^{\max (m, n)-2} B, \ldots, A, B\right)
$$

of order $2 \cdot \max (m, n)$, into its upper triangular form with the help of Dodgson's integer preserving transformations [5]; they are then located using an extension of a theorem by Van Vleck [1, 13]. (We depart from established practice and we give credit to Dodgson, and not to Bareiss [4], for the integer preserving transformations; see also the work of Waugh and Dwyer [14] where they use the same method as Bareiss, but 23 years earlier, and they name Dodgson as their source-differing from him only in the choice of the pivot element ([14], p. 266). Charles Lutwidge Dodgson (1832-1898) is the same person widely known for his writing Alice in Wonderland under the pseudonym Lewis Carroll.)

Below we propose a matrix-triangularization subresultant prs method allowing us to exactly compute and locate the members of the prs (without using Van Vleck's theorem [13]) by applying Dodgson's integer preserving transformations to a matrix of order $m+n$.

## 2. Our method and its theoretical justification

We assume that $\operatorname{deg} A=m \geq \operatorname{deg} B=n$ and we denote by $M$ the following matrix

$$
M=\operatorname{mat}\left(x^{m-1} B, x^{m-2} B, \ldots, x^{n-1} B, x^{n-1} A, x^{n-2} B, x^{n-2} A, \ldots, B, A\right)
$$

of order $m+n$ with elements $a_{i j}(j, i=1,2, \ldots, m+n)$. (This matrix can be obtained from Sylvester's matrix $M_{0}$ after a rearrangement of its rows.)

Dodgson's integer preserving transformations (which can be easily proved using Sylvester's identity (S) below)

$$
\begin{equation*}
a_{i j}^{k+1}=\frac{\left(a_{i j}^{k} \dot{j}_{k k}^{k}-a_{i k}^{k} a_{k j}^{k}\right)}{a_{k-1, k-1}^{k-1}} \tag{D}
\end{equation*}
$$

(see $[4,5,9,14]$ ) where we set $a_{00}^{0}=1$ and it is assumed that $a_{k k}^{k} \neq 0, k=1,2, \ldots, m+n$, are applied to the matrix $M=\left(a_{i j}\right)$ and transform it to the upper-triangular matrix $M_{D}=\left(b_{i j}\right)$, $(i, j=1,2, \ldots, m+n)$, where

$$
b_{i j}= \begin{cases}0 & \text { for } i>j \\ a_{i j}^{i} & \text { for } i \leq j\end{cases}
$$

and, in general,

$$
a_{i j}^{k}=\left|\begin{array}{cccc}
a_{11} & \ldots & a_{1, k-1} & a_{1 j} \\
\vdots & \ddots & \vdots & \vdots \\
a_{k-1,1} & \ldots & a_{k-1, k-1} & a_{k-1, j} \\
a_{i 1} & \ldots & a_{i, k-1} & a_{i j}
\end{array}\right|
$$

with $1 \leq k \leq m+n$, and $k \leq i, j \leq m+n$.
The following two theorems can be used to locate the members of the prs in the rows of $M_{D}$. The correct sign is computed.

Case 1: If none of the diagonal minors of the matrix $M$ is equal to zero, then we have:

Theorem 1. Dodgson's integer preserving transformation will transform matrix $M$ to the upper triangular matrix $M_{D}$, which contains all $n$ subresultants (located in rows $m+n-2 k$, $k=0,1,2, \ldots, n-1)$

$$
S_{k}=\sum_{i=0}^{k} M_{k}^{i} x^{i}
$$

where

$$
M_{k}^{i}=(-1)^{\sigma(k)} a_{m+n-2 k, m+n-k-i}^{m+n-2 k}
$$

and

$$
\begin{aligned}
\sigma(k) & =(m-n+1)+\cdots+(m-k)=\frac{(n-k)(2 m-n-k+1)}{2} \\
k & =0,1, \ldots, n-1
\end{aligned}
$$

Proof. It is easy to see that the submatrix located in the upper left corner of the matrix $M$ (where the matrix $M$ was defined in the beginning of this section) and having $m+n-2 k$ rows and $m+n-k$ columns ( $k=0,1, \ldots, n-1$ ) will be

$$
M_{k}^{\prime}=\operatorname{mat}\left(x^{m-k-1} B, \ldots, x^{n-k-1} B, x^{n-k-1} A, x^{n-k-2} B, x^{n-k-2} A, \ldots, B, A\right)
$$

$M_{k}^{\prime}$ differs from matrix $M_{k}$ (mentioned above) only in the arrangement of the rows. That is, in order to obtain $M_{k}$ from $M_{k}^{\prime}$ it is necessary to rearrange

$$
\sigma(k)=(m-n+1)+\cdots+(m-k)=\frac{(n-k)(2 m-n-k+1)}{2}
$$

adjacent rows.
Therefore we have

$$
M_{k}^{i}=(-1)^{\sigma(k)} a_{m+n-2 k, m+n-k-i}^{m+n-2 k}
$$

where $i=0,1, \ldots, k$ and $k=0,1, \ldots, n-1$.
Before we proceed further, we state Sylvester's determinant identity [11] which is needed in the proof. If we set $\beta_{00}^{0}=1$, Sylvester's identity can be expressed as

$$
\begin{equation*}
\operatorname{det} D_{p}(B)=(\operatorname{det} B) \cdot\left(\beta_{p-1, p-1}^{p-1}\right)^{r-p}, \quad 1 \leq p \leq r \tag{S}
\end{equation*}
$$

where $B=\left(b_{i j}\right),(i, j=1,2, \ldots, r)$,

$$
D_{p}(B)=\left|\begin{array}{cccc}
\beta_{p, p}^{p} & \beta_{p, p+1}^{p} & \ldots & \beta_{p, r}^{p} \\
\beta_{p+1, p}^{p} & \beta_{p+1, p+1}^{p} & . & \beta_{p+1, r}^{p} \\
\vdots & \vdots & \ddots & \vdots \\
\beta_{r, p}^{p} & \beta_{r, p+1}^{p} & \ldots & \beta_{r, r}^{p}
\end{array}\right|
$$

of order $r-p+1$, and $\beta_{i, j}^{p}(p, i, j=1,2, \ldots, r)$ are minors (just like $a_{i j}^{k}$ defined above) obtained from matrix $B$ by adding row $i$ and column $j$ to the (upper left) corner minor of order $p-1$ (see for example Malaschonok's work [9]; [10], pages 30-35; [4]; or [8]).

Case 2: If not all diagonal minors of the matrix $M$ are nonzero, then we have the following theorem (the term bubble pivot, used below, means that, after pivoting, row $i_{p}$ is immediately below row $j_{p}$ ):

Theorem 2. Dodgson's integer preserving transformations with bubble pivot and choice of the pivot element by column, will transform matrix $M$ to the upper triangular matrix $M_{D}$, and at the same time will compute all subresultants $S_{k}$; if, in the process, $s$ row replacements take place, namely row $j_{1}$ replaces row $i_{1}, j_{2}$ replaces $i_{2}, \ldots, j_{s}$ replaces $i_{s}$, (and after each replacement row $i_{p}$ is immediately below row $j_{p}, p=1,2, \ldots, s$ ), then (a) $S_{k}=0$, for all $k$ such that $\frac{\left(m+n-i_{p}\right)}{2}>k>\frac{\left(m+n-j_{p}\right)}{2}$ and for all $p=1,2, \ldots, s$. (b) for all $p=1,2, \ldots, s$, if $k=\frac{\left(m+n-i_{p}\right)}{2}$ is an integer number not in (a), $S_{k}$ is located in row $i_{p}$ before it is replaced by row $j_{p}$. (c) for the remaining $k,\left(k=0,1, \ldots, n-1\right.$ and those not in (a) or (b)) $S_{k}$ is located in row $j=m+n-2 k$.

Moreover, in (b) and (c) the subresultant $S_{k}=\sum_{i=0}^{k} M_{k}^{i} x^{i}$, is located in row $j$ in such a way that

$$
M_{k}^{i}=(-1)^{\sigma(k)+\sigma(j)} a_{j, j+k-i}^{j}
$$

where

$$
\begin{aligned}
\sigma(k) & =\frac{(n-k)(2 m-n-k+1)}{2} \\
\sigma(j) & =\sum_{p=1}^{s} j_{p}-\sum_{p=1}^{s} i_{p}, \quad j_{p} \leq j, i_{p} \leq j
\end{aligned}
$$

Proof. It is clear that the first $m-n+1$ diagonal minors are not equal to zero because $a_{s s}$, for $s=1,2, \ldots, m-n+1$, is the leading coefficient of $B$; therefore

$$
a_{s s}^{s}=\left(a_{11}\right)^{s} \neq 0, \quad s=1,2, \ldots, m-n+1
$$

Suppose now that for some $s>m-n+1$ we have $a_{s s}^{s}=0$, with $a_{s-1, s-1}^{s-1} \neq 0$. In this case we have the following two subcases:

$$
\text { I } a_{i s}^{s}=0, \text { for all } i=s, s+1, \ldots, m+n
$$

Here, making the correspondence $a_{i j}^{s} \leftrightarrow \beta_{i, j}^{p}, a_{i j}^{k} \leftrightarrow \operatorname{det} B$, and $a_{s-1, s-1}^{s-1} \leftrightarrow \beta_{p-1, p-1}^{p-1}$ in Sylvester's identity, we see that $a_{i s}^{s}=0$ for $i=s, s+1, \ldots, m+n$ if and only if the first column of
$D_{p}(B)$ is 0 , and hence $\operatorname{det} B=0$; that is all minors of the form $a_{i j}^{k}(k>s, i>s, j>s)$ are equal to zero, and therefore $S_{k}=0$ for all $k \leq \frac{(m+n-s)}{2}$.

$$
\text { II } a_{i s}^{s}=0, \text { for all } i=s, s+1, \ldots, p-1 ; a_{p s}^{s} \neq 0
$$

In this subcase, using again Sylvester's identity, we see that all minors $a_{i j}^{k}=0$ ( $s<k \leq p-1$, $i>s, j>s)$. Therefore, $S_{k}=0$ for all $k$ such that $\frac{(m+n-s-1)}{2} \geq k \geq \frac{(m+n-p+1)}{2}$. However it is necessary to continue the computation of the remaining subresultants $S_{k}, k \leq \frac{(m+n-p)}{2}$; in order to do this we use bubble-pivot to replace row s by row p , where $a_{p s}^{s} \neq 0$ plays the role of the corner mirror, and we now can continue Dodgson's integer preserving transformations. Such an interchange of rows results in all minors $a_{i j}^{k}(k>p)$ being multiplied by $(-1)^{(p-s)}$, that is, all subresultants $S_{k}, k=0,1, \ldots, k_{1}\left(k_{1} \leq \frac{(m+n-p)}{2}\right)$ are being multiplied by $(-1)^{(p-s)}$.

Dodgson's transformations may be continued further, as long as situations I or II are not encountered.

Note that in cases (b) and (c) Theorem 2 reduces to Theorem 1 in the case of a complete pI , and due to the fact that rows above row $j$ change places, the sign changes by a factor $(-1)^{\sigma(j)}$.

## 3. Example

As in [1], it should be noted that if $|P|_{\infty}$ represents the maximum coefficient in absolute value of a polynomial $P$ over the integers, then the theoretical computing time of this method is

$$
O\left(n^{5} L\left(|p|_{\infty}\right)^{2}\right)
$$

where $|p|_{\infty}=\max \left(|A|_{\infty},|B|_{\infty}\right)$. Below, we present an example that helps clarify the method introduced above.
Example. If we triangularize the matrix $M$, of order 7 , corresponding to the polynomials [2, Example 2, p. 270]

$$
\begin{aligned}
& A=2 x^{4}+5 x^{3}+5 x^{2}-2 x+1 \text { and } \\
& B=3 x^{3}+3 x^{2}+3 x-4
\end{aligned}
$$

we obtain the following matrix:

$$
\left(\begin{array}{ccccccc}
3 & 3 & 3 & -4 & 0 & 0 & 0 \\
0 & 9 & 9 & 9 & -12 & 0 & 0 \\
0 & 0 & 27 & 27 & 27 & -36 & 0 \\
0 & 0 & 0 & -63 & 135 & 0 & 0 \\
0 & 0 & 0 & 0 & 147 & -315 & 0 \\
0 & 0 & 0 & 0 & 0 & 3411 & -588 \\
0 & 0 & 0 & 0 & 0 & 0 & 15683
\end{array}\right)
$$

along with the information that one pivot took place and row 3 was replaced by row 4 .
The obtained polynomial remainder sequence is incomplete, and we only have the remainders $-63 x+135$ and 15683 , of degree 1 and 0 respectively. However, we still have to determine the signs of these remainders; since pivoting took place, we are going to use Theorem 2 above.

In Theorem 2 we see have that we have to compute the quantity $(-1)^{\sigma(k)+\sigma(j)}$ for $k=0$, and 2 , and $j=4$, by which the two remainders are going to be multiplied. By the formula stated in the theorem, and given that the degrees are $m=4$ and $n=3$, we see that

$$
\begin{aligned}
& \text { - } \sigma(0)=(3-0)(2 \cdot 4-3-0+1) / 2=9 \\
& \text { - } \sigma(2)=(3-2)(2 \cdot 4-3-2+1) / 2=2 \\
& \text { - } \sigma(4)=4-3=1
\end{aligned}
$$

Therefore, 15683 , the remainder of degree 0 , is multiplied times $(-1)^{9+1}=1$ whereas, $S_{2}=-63 x+135$, the remainder of degree 1 , is multiplied times $(-1)^{2+1}=-1$.
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