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Abstract — Previous work by the first author has shown that Vincent's theorem of 1836 forms the basis of the fastest method for the isolation of the real roots of a polynomial equation [3]—when exact integer arithmetic is used. In this paper we show how this theorem can be used to:
(a) approximate the real roots of an equation to any desired degree of accuracy—realizing thus a proposal by Lagrange [9]--; and (b) isolate only the smallest root of a given equation.

Résumé — Les ouvrages antérieurs par le premier auteur ont démontré que le théorème de Vincent de 1836 est à la base de la méthode la plus rapide pour l'isolement des racines réelles d'une équation polynomiale [3]—en utilisant une arithmétique exacte de nombres entiers. Dans cet article nous démontrons comment peut être utilisé ce théorème afin de:
(a) approximer les racines réelles d'une équation à n'importe quel degré désiré d'exactitude—réalisant ainsi une proposition présentée par Lagrange [9]—et (b) d'isoler seulement la racine la plus petite d'une équation donnée.
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1. Introduction

Vincent's theorem of 1836 was discovered by the first author in Sapengsky's Theory of Equation [13], and it formed the subject of his Ph.D. thesis [11],[15]. An extended version of this theorem is the following [2]:

Theorem 1. Let \( P(x) = 0 \) be a polynomial equation of degree \( n \geq 1 \), with rational coefficients and without multiple roots, and let \( \Delta > 0 \) be the smallest distance between any two of its roots. Let \( n \) be the smallest index such that

\[
\frac{F}{m-1} > 1\quad \text{and}\quad \frac{F}{m-1} \cdot \Delta > 1 + \frac{1}{c_n},
\]

where \( F_k \) is the \( k \)-th member of the Fibonacci sequence

\[
1, 1, 2, 3, 5, 8, 13, 21, \ldots
\]

and

\[
c_n = \left(1 + \frac{1}{n}\right)^{1/n} - 1.
\]

Then the transformation

\[
x = a_1 + \frac{1}{a_2 + \ldots + \frac{1}{a_n + \ldots}}
\]

(which is equivalent to the series of successive transformations of the form \( x = a_1 + \frac{1}{a_2 + a_3} \), \( i = 1, 2, \ldots, n \)) presented in the form of a continued fraction with arbitrary, positive, integral elements \( a_1, a_2, \ldots, a_n \), transforms the equation \( P(x) = 0 \) into the equation \( P(\xi) = 0 \), which has not more than one sign variation in the sequence of its coefficients.

The above theorem (whose proof can be found in [2]) can be used to isolate the real roots of a polynomial equation [4],[5],[11]. The calculation of the partial quotients \( a_1, a_2, \ldots, a_n \) for the transformations of the form (1)—which lead to an equation with exactly one sign variation—constitutes the polynomial real root isolation procedure. There are two methods for doing this, one due to Vincent and one due to the first author; each of these correspond to a different way in which the computation of the \( a_i \)'s may be performed. It was shown [1],[4],[5], that Vincent's method behaves exponentially, whereas the method developed by the first author has a polynomial computing time bound: that is, the time to isolate all the real roots of a polynomial equation is

\[
O(n^5 L(P_{\infty}^2))
\]

where \( n \) is the degree of the polynomial and \( L(P_{\infty}) \) the length. In bits, of the maximum coefficient in absolute value. The computing time bound (2) is achieved by computing a particular partial quotient \( a_j \) as the lower bound on the values of the positive roots of a polynomial. (We assume that

\[
h = \lfloor ag \rfloor,\text{ where } a_n \text{ is the smallest positive root.}
\]

The computation of this bound \( h \) is performed with the help of the following [5,12]:

Cauchy's Rule: Let \( P(x) = x^n + c_{n-1}x^{n-1} + \ldots + c_0 = 0 \) be an integral, monic polynomial equation of positive degree \( n \), with \( c_{n-k} < 0 \) for at least one \( k, 1 \leq k \leq n \), and let \( \lambda \) be the number of its negative coefficients. Then
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\[ b = \max_{1 \leq k \leq n} \frac{1}{|c_{n-k}|} \]

is an upper bound on the values of the positive roots of \( P(x) = 0 \).

In the sequel we examine two applications of Vincent's theorem. First we show that, after the real roots have been isolated, we can easily approximate them to any desired degree of accuracy, by basically continuing the same process used in the isolation. In this way, we realize a proposal by Lagrange, who was the first to suggest the approximation of real roots using continued fractions [9]. (We actually improved his original idea, since our method has a polynomial computing time bound. Moreover, it should be noted that Lagrange's approximation method could not work if there were more than one root in the interval \((k, k+1)\), \(k\) integer. (At that time Vincent's theorem did not exist.)) Secondly, we give an answer to the question whether it is possible to isolate just the smallest root of a polynomial equation in time less than \(2\).

Note: In both applications mentioned above we are concerned only with the positive roots; the same results hold for the negative roots, too, if we replace \(x\) by \(-x\) in the original equation. Also, the coefficients of the polynomials are all integers.

2. Approximation of the Real Roots of a Polynomial Equation

Pursuing studies in the direction outlined above, it was observed that Theorem 1 can be also used to approximate the real roots to any desired degree of accuracy. This is easily achieved by extending (computing more partial quotients of) the continued fraction \( CF_0 \), which transforms the original polynomial equation into one with exactly one sign variation in the sequence of its coefficients. (The reader should notice that, now, the approximation method depends heavily on the isolation process. In other words, it cannot work if it is provided only with the isolating intervals of the roots.)

In what follows we describe two ways of implementing the idea mentioned above; details can be found in [11]. It was shown ([11] p. 47) that (using exact integer arithmetic) the computation time (for the approximation of one root) for both ways is

\[ O(L(\frac{1}{e})(nL(|P|_\infty)^3 + nL(|P|_\infty)^2)) \]

where \(n\) is the degree of the polynomial, \(L(|P|_\infty)\) is the length, in bits, of the maximum coefficient in absolute value, and \(e\) is the desired degree of accuracy (tolerance).

The first way to extend the continued fraction \( CF_0 \) is to compute each additional partial quotient again with the help of Cauchy's rule (see Figure 1). However, mainly due to Cauchy's rule, this approach is inefficient as can be seen from Table 1 (at the end of this section). Actually, it is even slower than the bisection method [8], a method well-known for its slowness.
Figure 1: Here $k$ is computed with the help of Cauchy's rule.

Trying to improve the empirical performance of our approximation method, we observed the special nature of the polynomials whose lower bounds $b$ we are computing. They are special in the sense that they have one sign variation (and, hence, only one positive root) and consequently, they cross the $x$-axis only once. We then proceeded to compute each additional partial quotient of the continued fraction $C_0$ by successively bisecting (and evaluating at midpoints) the interval $(0, b)$, where $b$ is an easily computed upper bound on the value of the positive root (see Figure 2).

Figure 2: Here $k$ is computed by successively bisecting the interval $(0, b)$.

This upper bound $b$ on the value of the positive root is easily computed with the help of the following theorem found in [11].

Theorem 2: Let $P(x) = c_0x^n + \ldots + c_{r+1}x^{r+1} - c_rx^r - \ldots - c_0$ be an integral polynomial with only one sign variation in the sequence of its coefficients. An upper bound on the (only one) positive root is given by

$$b = \max \left( \left| \frac{c_1}{c_0} \right| \right) + 1.$$

Obviously, Theorem 2 is much simpler than Cauchy’s rule. As can be seen from Table 1 below, this approach resulted in great savings of computing time. (To see how much time is actually spent computing the additional partial quotients of $C_0$, compare the last two columns of Table 1. The last column indicates the time needed to approximate a root, when the partial quotients are provided, that is, they were previously computed (preconditioning).)
Empirical Results

Approximation of the Roots of Chebyshev's Polynomials ($c = 10^{-12}$)

<table>
<thead>
<tr>
<th>Degree</th>
<th>$\text{Direction}$</th>
<th>Continued fractions using:</th>
<th></th>
<th>Preconditioning</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>17.2</td>
<td>11.5</td>
<td>6.7</td>
<td>5.4</td>
</tr>
<tr>
<td>3</td>
<td>17.9</td>
<td>10.3</td>
<td>4.9</td>
<td>3.8</td>
</tr>
<tr>
<td>4</td>
<td>42.3</td>
<td>38.7</td>
<td>15.7</td>
<td>10.3</td>
</tr>
<tr>
<td>5</td>
<td>45.8</td>
<td>40.0</td>
<td>16.4</td>
<td>10.8</td>
</tr>
<tr>
<td>6</td>
<td>83.1</td>
<td>99.8</td>
<td>46.2</td>
<td>29.2</td>
</tr>
<tr>
<td>7</td>
<td>90.9</td>
<td>105.1</td>
<td>44.6</td>
<td>27.2</td>
</tr>
<tr>
<td>8</td>
<td>146.3</td>
<td>257.8</td>
<td>93.0</td>
<td>50.2</td>
</tr>
<tr>
<td>9</td>
<td>170.6</td>
<td>277.6</td>
<td>106.2</td>
<td>62.2</td>
</tr>
<tr>
<td>10</td>
<td>243.2</td>
<td>524.3</td>
<td>202.8</td>
<td>116.2</td>
</tr>
</tbody>
</table>

Table 1: Times indicated are in seconds, and were obtained by using the SAC-1 computer algebra system on the Honeywell 66/60 computer of the University of Kansas.

A direct comparison with Verbaeren's method [14] was not possible because his programs were not available to us. However, we believe that his method is somewhat faster than ours.

From Table 1 it becomes obvious that there is still more research to be done in this area. Especially, it is very desirable to have a very efficient and inexpensive procedure to compute the bound of the positive root of a polynomial equation; this would reduce the computing time of our method even further.

3. Isolation of the Smallest Root of a Polynomial Equation

As we mentioned in the Introduction the computing time bound for the isolation of all the real roots of a polynomial equation is $O(n^3L(|P|_\infty)^3)$. The question naturally arises whether it is possible to isolate just the smallest root of a polynomial equation in time less than (2). The study of this question is of interest because in certain applications one needs to compute only the smallest root of an equation. As a result of our work we will immediately see that the answer to the above question is not always positive; we distinguish the following two cases:

(1) The roots of the polynomial equation are all real. In this case it was shown in [7] that the isolation of only the smallest root is achieved in time

$$O(n^3L(|P|_\infty)^3)$$

which is better than (2).

(II) Some of the roots of the polynomial equation are complex. For this case it was shown in [7] that the isolation of only the smallest root can be done in time

$$O(n^3L(|P|_\infty)^7)$$
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which is not as good as (2) (mainly due to a test that is done only in this case).

It thus becomes obvious that in the presence of complex roots it is preferable to isolate all the real roots and then choose the smallest one.

To see how Theorem 1 can be used to isolate the smallest root of a polynomial equation \( P(x) = 0 \), consider an infinite binary tree in which the root corresponds to \( P(x) = 0 \), and each node corresponds to a transformed equation resulting from the original after a series of successive transformations of the form \( x = \frac{ax + b}{cx + d} \). The path from each node to the right descendent corresponds to the substitution \( x = 1 + x \), whereas, the path to the left descendent corresponds to the substitution \( x = \frac{1}{1+x} \). All the nodes belonging to a specific path, finite or infinite will be considered as members of disjoint sets, which can be of three types. A set of type \( V_0 \), \( V_1 \), or \( V_2 \) contains nodes corresponding to polynomials with zero, one or more than one sign variation, respectively. Sets of type \( V_0 \) or \( V_1 \) are called terminal sets. In a terminal set, the node having the shortest path from the root of the tree will be called a terminal node.

What we are after is a \( V_1 \)-terminal node associated with the smallest positive root (if it exists). However, in moving down the tree, every time we perform the transformation \( x = \frac{1}{1+x} \), the smallest root of the corresponding polynomial equation becomes the largest one of the resulting equation and vice-versa. Therefore, we need to keep track of the position of the smallest positive root. This is achieved with the help of a boolean variable COUNTER (see Figure 3), which is initialized to zero.

![Figure 3: The positions of the smallest and largest positive roots when COUNTER = 0 (a) and COUNTER = 1 (b).](image)

In what follows we give brief descriptions of the two algorithms used to isolate the smallest root of a polynomial equation for cases (i) and (ii) mentioned above. Both algorithms were obtained by modifying procedure ANPRRT found in [4] (pp. 308-310); for details see [7]. We used the SAA-1 computer algebra system which is implemented on the Honeywell 66/60 computer of the University of Kansas.

(i) PROCEDURE: Isolate the Smallest Root of a Polynomial Equation (which has only real roots).

Let

$$P(x) = 0$$

be a polynomial equation with \( v \) sign variations in the sequence of its coefficients and without any multiple roots.

Case (i): \( v = 0 \) or \( v = 1 \). From the Cardano-Descartes rule of signs we know that \( v = 0 \) implies that (5) has no positive roots, whereas, \( v = 1 \) indicates that (5) has exactly one positive root which is also the smallest one and \( (0, \infty) \) is its isolating interval; in either case no transformation of (5) is necessary and the method terminates.
Case (i): \( v > 1 \). In this case (5) has to be further investigated. We first compute the lower bound \( b \) on the values of the positive roots (we assume \( b = a_0 \) where \( a_0 \) is the smallest positive root—see also [6]) and then we obtain the translated equation \( P_b(x) = P(b+x) = 0 \) which has also \( v \) sign variations provided \( P(b) \neq 0 \). (If \( P(b) = 0 \) we have found an integer root of the original equation and \( v \) is decreased; moreover, if \( \text{COUNTER} = 0 \), this root is the smallest one we are after, and, so, we are done.) Now, obtain \( P_{b_1}(x) = P_{b_1}(1x) = 0 \) and let \( v_1 \) be the number of its sign variations. Obviously, \( v \neq v_1 \) and we consider the following possibilities:

(ii-a): \( \text{COUNTER} = 0 \). In this case, irrespective of \( v_1 \), we disregard \( P_{b_1}(x) = 0 \); we then obtain \( \text{COUNTER} = 0 \), set \( \text{COUNTER} = 1 \) and apply this procedure again with \( P_{b_2}(x) = 0 \) in place of (5).

(ii-b): \( \text{COUNTER} = 1 \). Now we consider the following two subcases depending on the value of \( v_1 \).

(ii-b1): \( v_1 = 0 \). Here, we disregard \( P_{b_1}(x) = 0 \); we then obtain \( \text{COUNTER} = 0 \), set \( \text{COUNTER} = 1 \) and apply this procedure again with \( P_{b_2}(x) = 0 \) in place of (5).

(ii-b2): \( v_1 \neq 0 \). We now apply this procedure again with \( P_{b_1}(x) = 0 \) in place of (5).

(ii) PROEDURE: Isolate the Smallest Root of a Polynomial Equation (some roots of which are complex).

Our approach here is similar to (i), except that now the following additional subcases have to be considered:

(ii-a): \( \text{COUNTER} = 0 \) and \( v-v_1 \) is even. In order to decide how to proceed in this case we have to test whether there are any real roots of \( P_b(x) = 0 \) in the interval \((0,1)\). One way to test this is to use Sturm's sequence; however, we use another approach (described below) which has the same theoretical computing time bound as Sturm's test. If there are some real roots in \((0,1)\) then the smallest one is among them and we are back in case (ii-a) of (i); otherwise, we apply this procedure again with \( P_{b_1}(x) = 0 \) in place of the equation corresponding to (5).

(ii-b) Likewise, if \( \text{COUNTER} = 1 \) and \( v_1 \) is even we have to test whether there are any real roots of \( P_b(x) = 0 \), greater than 1. This test though is reduced to the previous one if we replace \( x \) by \( \frac{x}{2} \) in \( P_b(x) = 0 \), and set \( \text{COUNTER} = 0 \). (If \( v_1 \) is odd then there is at least one real root.)

The test we use to decide whether there are any real roots in the interval \((0,1)\) is the following (see also [7]):

Test: On the complex plane, the transformation \( v = \frac{1}{u} - 1 \) maps every point outside the circle \( |u - \frac{1}{2}| = \frac{1}{2} \) into the left half plane (i.e., into the half plane with negative real part).

See also [8] for another version of this test and its proof. When the time comes for the test to be performed, we have to make sure that all the complex roots (if any) will be outside the circle \( |u - \frac{1}{2}| = \frac{1}{2} \). This is achieved with the help of Kahler's inequality (see [10]) for the minimum root separation.

\[
\Lambda > \frac{1}{2} \left( \frac{n+2}{2} \right) \cdot \left| \frac{1}{2} \right|^{-(n-1)}.
\]
What we actually do is to compute the number \( B = n \frac{1}{2} + 1 \), \( |p|^{(n-1)} \) and then obtain \( P_{0}(x) = P_{\frac{1}{2}}(\frac{x}{2}) = 0 \). Thus we are guaranteed that the minimum root separation of \( P_{0}(x) = 0 \) is \( > 1 \); in particular the absolute value of imaginary part of any root of \( P_{0}(x) = 0 \) is either \( 0 \) or \( > \frac{1}{3} \). We then test whether there are any real roots in the interval \((0,0)\), and proceed accordingly.

In the course of our work it became obvious that what is missing in the literature is a good lower bound on the distance of two complex conjugate roots (or, equivalently, on the absolute value of their imaginary part). Further research into this topic will improve the empirical performance of our algorithms.
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