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A CORRECTION ON A THEOREM BY USPENSKY
by Alkiviadis G. Akritas

Uspensky's theorem is indispensable in the computing time analysis of Akritas’ me-
thud for polynomial real root isolation; recent studics however, revealed that it is crro-
neous, both in its statement and proof. In this paper, a new, correct version of this

important theorem is provided, alogn with an elegant proof.

INTRODUCTION

Quite recently, in Uspensky's  Theory of Equations ([7] pp. 127 137), the author
discovered Vincent’s forgotten theorem [4], [8] . This remarkable theorem of 1836
asscris that if @ univariate polynomizal equation with rational coefficients and without
multiple roots, is successively transformed by successive transformations of the form

< 1 - £ Al :
x=a; + i b for arbitrary, positive, integer clements & , one eventually obtains an

equation with at most one sign variation in the sequence of its coelficients.,

Besides ils theoretical interest, Vincent’s theorem can be used in order to isolate the
real roots of polynomial equations. Actually, two root isolation methods result, Vincent's
and Akrilas’ | corresponding to the two differente ways of computing the quantities
a, [1]. [2]. The difference between these two methods can be thought of as being
analogous to the difference between the integrals of Riemann and Legesgue. It has been
shown [1], [3] that Vincent’s method behaves exponentially, whereas, Akritas™ hasa
polynomial computing time bound, which in fzct is the best one achieved thus far (empi-
rical results also verify the superiority of Akritas” method over all others existing).

In order to prove the order of convergence of Akritas’ method, however, it is necessa-
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ry to ubtain an upper bound on the aumber of executions of the successive transforma-
tions of the form x= 2, + | which were mentioned easlicr. One such bound is pro-
vided by Uspensky's theorem (]7] pp 298-303). which in fact is an extension of the
theorem by Vincent; we discovered, however. that Uspensky’s theorem is erroncous,
both in its statement and proof. yielding thus 2n incorrect bound. In what follows we pre-

senl our own, correct version of this important theorem, along with an elegant proof.

THE CORRECTED THEOREM

Belore we present the main theurem, we stale withoul proof, two lemmas, which will
be needed.

Lemma 1. (Stadola. [6] p.105).If the polynomial cquation
P(x)= coxP+c,x®1 + -t ¢ =0 (€= 0)

with real cocfficients ¢ ,, ¢=0..0. has only roots with negative real parts, then all

its coofficients are posilive, and hence, they present no sign variation.

Lemma 2. (Akritas — Danielopoulos. [S]). Let P(x) =0 bea polynomial equation

of degree n 3> |, without multiple ruots, which has onc positive real root g # 0 and

n-1 roots, & .§ 3 e 3 e with negative real parts, the complex roots appearing
in conjugate pairs, Suppose that the roots EJ. .j=12,...n- 1 can be cxpressed in the
form

i () 4
f:'] (1#a)

with lui I{cn. where

1|
B =(lf -I)n' - 1.
113 "

Then Pix). in its expanded form, presents exactly one sign variation.

Theorem. (Vincen!- Uspensky - Akritas). Lel Pix) = 0 be a polynomial cquation

of degree n = 1, with rational coefticients and without multiple roots,andlet. A >0
be the smallest distance between any two of its root . Let m be the smallest index such
that
: o ; 1
(N E = = 1 and F F A>l+.
2 €

m-1 m
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where Fy isthe X ™ member of the Fibonacci sequence

1,1.2,3,5,8,13:21

and e
n-1
) ¢, = (u ' _'») 1.
n
Then the transformation
(3) = g
a 2
+ L o I8
am E

(which is equivalen! 1o the serjes of successive translormations of the form x = a; +

—i]— -1 =12, . m) presented in the form of = continued fraction with arbilrary,

positive integral elements g 1 &3 w2y transforms the equation P(x)=0 into the cquation
P( & ) =0, which has not more than one sign variation.

Proof. In order to prove the theorem, it suffices to show that_ after the m successi-
ve transformations of the form x=a L ;_ » the real parts of all complex roots, as

well as all real roots except for at most one, become negative.

P t
Indead, let —ka—-bcthe k th convergent (o the continued fraction

From the law of convergents we have:
Pyer =3, P+ B,
Qe "3 @ +0Q, ;.

Since Q,; =1 and Q; =a,= 1, it follows that Q = F, . Further, the re-
lation (3) can be expressed in the form

s Pm ¢ "'Pm-l

me x Qm—l

from which it follows that
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f_m -1 Qm-l x

Pn Qnx

(4) F=—

Clearly, if x4 Is any root of the equation P(x) =0, the quantity ¢ , , determined
by (4), is the corresponding root of the transformed equation f’( $)=0.
{3) Assume thal x, is a complex root of P(x) = O: that is xo=a £ ib,
b # 0. In this case the real part of the corresponding oot g iy
r QU (P L A Q- QR
(P Q 2)2+Q2b2
m m m

m-I

G rpGE )=

This is certainly negative if
Pu1—Opg 3P, —0,3) = 0.
If, on the contrary

(P

m-1

Qm-l a)(Pm _Qma)<0

then clearly the valuc of 2 is contained between the two consecutive convergents

m-1 =

T i
whose difference in zbsolute value is

1
Hence, Qo U
l P a|<—l—— | [ l :
ST Qm-1Qm Qa Q19

from which it follows that
) 1, -0 D€, -0_3| < '6[—0 <

m+«l “m

From (5) and (6) we conclude that the rp. ( zo ) will be negative if
2
Qm_1 Qm b* > 1.

To prove that this is true in our case, first observe that, since A is the minimum
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distance between any two roots of P (x) = 0, we have
[atib)—(a~ib)l = |2ib] =2]p1=A

5 . a
from which we obzain | b] = T morcover, we know that

A
Qm =0Q = > 1. Then clearly Fm_||b[>l

which implics Q ., Ib| >i and Q =m0l > 1. From the last two inequalities

> F_ ..and, from (1), F

m-1 m-1

we obtain Qm_1 Qm b [, proving thus, that the rp._( £,) < 0: thisis
obviously true for all complex roots of the transformed equation 13( §£)=0.
(b) Assume now that x, is a real root of P(x)=0.Supposc first that for all
real roots X; -
(Pm-l—o-m-l X )(Pm_ontxi ) > 0

From (4) it follows that all real roots of the transformed cquation E( £ )= 0 will be
negative; maorcover, we know from (2), that all the complex roots of .l;( £)=0 have
negalive real parts, Conscquently_ duc to Lemma 1. F‘( € ) presents no sign variation.

Suppose, now, that for sume real root x o

™ P 1= Q1% )~ Qyy X)) < 0.
Then, clearly, x o I5contained between the two consccutive convergents

P P

e T
Qm-l Qm
and hence,
l P‘m 1
B _ = Xoll? ———
Q m Qmol Qm

Let x,, k 3= 0, be any other root, real or complex, of P(x) =0, and & the
corresponding root of the transformed equation.

Then, keeping in mind that

PQO-l -Pm-lQm =(_1)m

it fellows (rom (4) that v
Ek - &EZL = ( ) -
an Q m( Pﬂ'n & Qm = k)
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or
s Q
g o=— Qm-l [- ( ) _-" = — e odk).
k Q P i Q
m (== x ) m
|
where
GRS
T S e
e
Qm
I == s || || 2o s s ] 0
— X, == —x+xe=X_ 13f X=X — — x| - -
3 k
1 Q. LS l | Q, Qm-tQ:n
and conscquently
1 1
laxl = - _ & o
QnQpd | FofFmd—1
from the last expression and the second inequality of (1) we deduce that
\a | X C
Thus, the roots &, . k=12,.,0 -1. ol' the tramformcd equation, corresponding to

the roots x, k=12,.n-1,of the equation P(x) =0, which are all different from

x, ,are of the form

0

(R) £, = -y

m

+q) |1al<¢e

that is, the roots of the transformed cqquation are negative and clustered together around
—1. If we make the substilulions

oy

u, Ekg_gg_"l T k=0,1,.n 1,

where,
E, >0 and §k= -(1ta, ). k=12..,0—1,

the transformed polynomial f( t) can be written in the form
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- Q = T Q - n — e -
P(&)= ( —“‘-‘) Bu)=c (-—"—i) () @-F ), ).
Q Q = A :
n m
Since I;(u) satisties all the assumptions of Lemma 2, it presents exactly one sign varia-
tion, and, obviously. the same is true for the transformed polynomizl P (g ). The
last thing to consider now is the case when (7) holds as an equality;

that is

(Pm-l Qm-] Xg )(Pm-()mxo)=0.

NP Q-1 X0 = 0 then we sce, from (4), that £, = 0, and clcarly the tran.
sformed equation l;( £ ) =0 has no sign variation (Lemma 1), In the ¢ase P m—t) 20
=0 wechave £,= s  and the transformed equation reduces to degree n 1.
Since again all the roots have negalive real parts, we conclude, from Lemma 1, that
P( £ )=0 presents no sign vamation. Thus we have proved the theorem completely,

This theorem gives us, clearly, m as an upper bound on the number of tranfor-
mations of the form x = a + ,lf-— . mecessury Lo obtain a polynomial with not
more than onc sign variation in the sequence of its coefficents. Comparing our theo-
rem with Uspensky’s version of it ([7] pp. 298—303), we sce that his error lies in
the fact that he compules m as the smallest index such that

1

¢
n

(9) l:xnol 4>

lE

and Fm-l F a> 1+
In this case, however, it is not guarantecd that the real part of all the complex roots
of the transformed equation B £ ) =0, will be negative. This follows from the
fact that now the inequality (see also part (a) of our proof),

(10) Q. Qb > 1

A

is not always satisfied: indecd, given Qm = Qm-l = l-'m_l and | b | }—2- 5
then by using F_ A >-2L we only obtain

1
11) . Dl = e
( ) m lQm 16
(At this poinl in his proof ([7] p. 300) Uspensky erroneously claims that (10) is
obtained from (9); morcover, notice that the inequality R a -;— 15 slated
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again in the proof.) Despite the fact that (10) may be occasionally satisfied when
(11) is true, in general (11) does nol guarantee that B{ ¥)=0 will have at most one
sign vanation in the sequence of its coefficients. As we sce this ambiguity vanishes,

with the way our theorem is stated.
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