Abstract

The application of deep neural networks (DNNs) on 360-degree images has achieved remarkable progress in the recent years. However, DNNs have been demonstrated to be vulnerable to well-crafted adversarial examples, which may trigger severe safety problems in the real-world applications based on 360-degree images. In this paper, we propose an adversarial attack targeting spherical images, called 360-attack, that transfers adversarial perturbations from perspective-view (PV) images to a final adversarial spherical image. Given a target spherical image, we first represent it with a set of planar PV images, and then perform 2D attacks on them to obtain adversarial PV images. Considering the issue of the projective distortion between spherical and PV images, we propose a distortion-aware attack to reduce the negative impact of distortion on attack. Moreover, to reconstruct the final adversarial spherical image with high aggressiveness, we calculate the spherical saliency map with a novel spherical spectrum method and next propose a saliency-aware fusion strategy that merges multiple inverse perspective projections for the same position on the spherical image. Extensive experimental results show that 360-attack is effective for disturbing spherical images in the black-box setting. Our attack also proves the presence of adversarial transferability from $\mathbb{Z}^2$ to SO(3) groups.

1. Introduction

Previous studies have shown that deep neural networks (DNNs) are vulnerable to carefully crafted adversarial examples \cite{Goodfellow2014, Szegedy2013, Carlini2017, Papernot2016}. Many attack algorithms have been proposed for various tasks, including image classification \cite{Szegedy2013}, video caption \cite{Carlini2017}, 3D mesh classification \cite{Papernot2016}, and point cloud recognition \cite{Liu2019}. However, during the investigation of this issue, the security of DNNs applying to spherical images has been largely ignored.

Recently, we have observed an increasing number of computer vision problems requiring spherical signals, for instance, omnidirectional RGB-D images generated from panorama cameras \cite{Liu2015, Yannakakis2017}, 360-degree videos captured from sensors on self-driving cars \cite{Liu2016, Zhang2018}, and spherical data projected from the 3D domain \cite{Liu2016}. Inspired by the remarkable success of DNNs in various tasks, many approaches have been proposed to apply DNNs on spherical images to solve real world problems, including advanced driver assistance systems (ADAS) \cite{Zhang2017}, autonomous navigation \cite{Liu2016, Yannakakis2017, Zhang2018}, and VR/AR applications \cite{Liu2019, Zhang2017}.

DNNs used for spherical images typically operate in two domains: the spherical domain and the panoramic domain. The first type of models, referred to spherical models, directly dispose the spherical image in the spherical domain \cite{Liu2015, Yang2018, Liu2016}, while models on the planar domain, which are called panoramic models, operate on the panorama transformed from the spherical image \cite{Liu2015, Yang2018, Zhang2018}.

Due to the extensive applications of spherical images, the vulnerability of DNNs used for applications around them needs further investigation. A straightforward way to generate adversarial spherical images is to attack the spherical or panoramic models in the white-box setting directly. However, these models are difficult to obtain in practice due to their greatly divergent principles, and backpropagation on them is of low efficiency, compared to the same operation on standard planar CNNs \cite{Yang2018}. Another intractable problem of attacking the panoramic model is that the panoramas usually suffer from great distortion compared to the raw spherical images, reducing the effect of the added perturbations when the adversarial panoramas are re-projected to the original spherical domain. Therefore, an efficient attack method with less distortion is required. Considering the perspective views of a spherical image are less distorted and can be processed with a simple planar network, in this paper, we propose to generate adversarial spherical exam-
amples by disturbing their planar perspective-view (PV) representations. Specifically, we simultaneously disturb these PV images rendered from different positions on the spherical image, and reconstruct the adversarial spherical image from them with a re-projection and a fusion method. As our attack is implemented by transferring 2D adversarial perturbations to the 3D space without any knowledge about the target model, it can be considered as a black-box attack.

Overall, our contributions are summarized as follows:

- To the best of our knowledge, we are the first to propose a black-box attack towards spherical models, called 360-attack, by generating adversarial spherical images from their corresponding PV images. 360-attack is performed directly on the planar domain, and eventually the perturbations are transferred to the spherical images.
- To obtain highly transferable adversarial PV images toward attacking the spherical model, we proposed a novel Distortion-Aware Iterative Fast Gradient Sign Method (DAI-FGSM) with considering the perturbation degradation caused by plane-to-sphere projection distortion. Accordingly, the negative effect of the projective distortion on the attack is alleviated.
- We propose a novel spherical-spectrum-based saliency detection method, and then propose a saliency-aware fusion strategy to merge multiple inverse perspective projections for the same position for generating the final adversarial spherical images.
- Extensive experiments on the synthetic and real-world datasets demonstrate the effectiveness of our 360-attack on DNNs designed for spherical images, and it also proves that the adversarial perturbations can be transferred from $\mathbb{Z}^2$ to SO(3) groups. For allowing result reproduction, we have submitted our source code in the supplementary materials.

2. Related Work

2.1. Adversarial Attacks

Since Szegedy et al. [36] first reported the existence of adversarial examples in DNNs, various attacks have been proposed. The first type of attacks are white-box attacks, which generate adversarial examples with full knowledge of the target model. Goodfellow et al. [16] proposed the Fast Gradient Sign Method (FGSM) that directly generates adversarial examples by calculating the gradients of the loss function for the input image. After that, multiple iterative versions of FGSM are proposed, including the Basic Iterative Method (BIM) [23], Projected Gradient Descent (PGD) [26], Momentum Iterative FGSM (MI-FGSM) [11], and Nesterov Accelerate Gradient Method (NI-FGSM) [25].

Different from the white-box attacks, black-box methods aim to attack DNNs without any knowledge regarding their inner workings. Generally, black-box attacks can be divided into three categories: score-based, decision-based, and transfer-based attacks. Score-based attacks assume that the attackers can query the prediction probability of the target model. These methods usually rely on sampling methods to approximate the gradients to generate adversarial examples [5, 21]. In decision-based attacks, the only allowed operation for the attackers is to query the output labels of given samples from the target network. The Boundary attack [2] and its variants [6, 9] are feasible in this setting. Instead of directly attacking the target model, transfer-based attacks make use of the fact that adversarial examples have high transferability across different models [20, 37, 38, 41]. Specifically, they generate adversarial perturbations on a white-box model and then transfer them to the unknown target network. Moreover, it can overcome the gradient mask defenses [1, 30] deployed on the target network. In this paper, we further investigate the transferability of adversarial examples, and the results demonstrate that this property also exists across different representation spaces, such as the planar space and the spherical space.

2.2. DNNs for Spherical Images

Planar DNNs are difficult to be applied directly on spherical images because the underlying projection models and data formats of planar and spherical images are different. To address this discrepancy, there are two types of methods. In the first, the spherical images are projected to panoramas in the planar $\mathbb{Z}^2$ space, and then planar DNN models are applied to them [13, 19, 34, 46]. However, this projection introduces significant distortion, making the convolution results inaccurate. More recently, spherical CNNs that directly handle the spherical images have been presented [8, 12, 22]. In these schemes, the domain space is transformed to the three-dimensional rotated group (SO(3)), and the rotation-equivariant convolution is implemented by using a generalized Fast Fourier Transform algorithm.

3. The Proposed 360-Attack

3.1. Overview of the Framework

The pipeline of 360-attack is shown in Fig. 1. First, multiple PV images are rendered from different positions on the sphere. Next, we attack a planar DNN to obtain adversarial PV images. Note the projection between spherical and PV images introduces distortion [48], and interferes with the effect of the perturbations in PV images. Therefore, traditional 2D attack methods are not very efficient in this scenario because they do not consider the characteristic of the projection distortion and treat all pixels equally on the PV image to be non-distorted corresponding to the spherical counterpart. In 360-attack, adversarial PV images are generated by a novel distortion-aware method that conquers the projection distortion. After that, the adversarial...
PV images are projected to the sphere. As the inversely projected spherical areas for multiple PV images have overlaps with each other, we merge them ultimately to an adversarial spherical image with a saliency-aware fusion method.

### 3.2. Perspective Projection

For a given position $P$ in spherical coordinates $(\theta_P, \phi_P)$ on the sphere, where $\theta_P$ and $\phi_P$ stand respectively for latitude and longitude. If the field of view $f_h \times f_w$ and desired perspective resolution $h \times w$ are set, the PV image can be generated by a rectilinear projection that maps a position $(u, v)$ on the PV image to a 3D position at $(X, Y, Z)$. The mapping relation between 2D and 3D coordinates is formulated by

$$
\begin{bmatrix}
X \\
Y \\
Z
\end{bmatrix} = \frac{R}{\sqrt{x^2 + y^2 + z^2}} \begin{bmatrix} x \\ y \\ z \end{bmatrix},
$$

$$
x = 2 \tan(f_h/2) \cdot (u + 0.5)/2 - \tan(f_h/2),
$$

$$
y = \tan(f_w/2) - 2 \tan(f_w/2) \cdot (v + 0.5)/h,
$$

$$
z = 1.0,
$$

where $R$ is a rotation matrix.

### 3.3. Distortion-Aware Iterative Fast Gradient Sign Attack

Given a spherical image $x_s$ labeled as $y_o$ and the spherical model $C_s$, the problem of generating adversarial spherical image $x_s^{adv}$ can be formulated as:

$$
\begin{align*}
\min | |x_s^{adv} - x_s||_\infty \\
\text{s.t. } C_s(x_s^{adv}) \neq y_o.
\end{align*}
$$

(3)

As 360-attack is implemented from the PV domain, the adversarial PV image $x_p^{adv}$ is also required to satisfy $C_p(x_p^{adv}) \neq y_o$, where $C_p(\cdot)$ is the planar classifier. It can be proved that the magnitude of the perturbations added on the PV image will be decreased after the projection. For a position $p^o$ on the spherical image, the perturbation added on it (denoted as $\xi^o$) is calculated by the perturbations of several positions on the PV image, that is

$$
|\xi^o| = \sum_i |\omega_i \xi^o_i| \leq \sum_i |\omega_i \xi^o_i|,
$$

(4)

where $\xi^o_i$ is the perturbation of the $i$-th pixel that related to $p^o$ on the PV image, $\omega_i$ is its weight during the interpolation, and $\sum_i \omega_i = 1$. As $|\omega_i \xi^o_i| \leq |\xi^o_i|$, then $|\xi^o| \leq |\xi^o|$, which means that the magnitude of the perturbation on the spherical image is limited by the allowable size of PV perturbations. Therefore, the attack performance will be degraded when the adversarial PV image is projected to the spherical image. Towards mitigating this issue, we propose a distortion-aware attack operating on the PV domain to minimize the magnitude loss of the perturbation during the inverse perspective projection. We rewrite Eq.(3) as

$$
\begin{align*}
\max L(x_p^{adv}, y_o) \\
\min L_p(e) \\
\text{s.t. } ||e||_\infty \leq \epsilon,
\end{align*}
$$

(5)

where $e$ is the PV perturbation, $L(\cdot)$ is the loss function, $L_p(\cdot)$ is the pixel-level perturbation loss caused by the inverse perspective projection $P_l(\cdot)$, and $\epsilon$ limits the magnitude of perturbations. We seek for a transformation $F_l$ to compensate the distortion introduced by $P_l(\cdot)$, then the second objective can be solved approximately by

$$
\min ||P_l(F_l(e)) - e||_2.
$$

(6)

In order to find an effective $F_l$, we deeply analyze the perspective projection, and model the position distortion and pixel intensity distortion between PV and spherical images according to spherical triangle formulas, then derive a pixel-wise transformation with geometry knowledge.

![Figure 1. The pipeline of the proposed 360-attack.](image)

![Figure 2. Distortion for the rectilinear projection.](image)
Theorem 1. Let \( D_I \) be the pixel intensity distortion introduced from the perspective projection, then

\[
D_I \propto \sqrt{\frac{\sin \beta}{\beta [\cos^2 \frac{\beta}{2} - \sin^2 \arccos(\cos \phi_A \cos \theta_A)]}},
\]  

(7)

where \( \alpha \) is the spherical angle corresponding to the arc between the perspective center and the projection point, \( \beta \) is the angle resolution of every sampling grid on the sphere, \((\theta_A, \phi_A)\) is the spherical coordinate of the projection point.

Proof. As shown in Fig. 2, an arbitrary point \( A \) on the sphere centered at \( O \) can be projected to the tangent plane of the perspective center position \( P \), and its projected point is denoted as \( A' \), and the angle between the rays \( OP \) and \( OA \) is denoted as \( \alpha \). As the grids on the plane are obtained by sampling, each of them represents a small portion of the sphere. For a small neighbourhood centered at \( A \), its left and right endpoint are denoted by \( B \) and \( C \) respectively, and \( \angle BOC \) is the angle resolution of the sampling grid, denoted as \( \beta \).

An arc on the sphere is stretched to a line during the projection, and the position deviation distortion \( D_p \) can be formulated by the ratio between the length of the projected line \( B'C' \) and its corresponding arc \( B\bar{A}C \)

\[
D_p = \frac{B'C'}{B\bar{A}C}
\]

(8)

If the spherical image is normalized to a unit sphere, then

\[
D_p = \left[ \tan(\alpha + \frac{\beta}{2}) - \tan(\alpha - \frac{\beta}{2}) \right] / \beta.
\]

(9)

According to the Spherical law of cosines

\[
\alpha = \arccos(\sin \phi_P \sin \phi_A + \cos \phi_P \cos \phi_A \cos \Delta \theta),
\]

(10)

where \( \phi_P \) and \( \phi_A \) are the longitudes of points \( P \) and \( A \), and \( \Delta \theta \) is the difference between the latitudes of these two points. Considering Eq.(9) and Eq.(10), we can obtain

\[
D_p = \frac{\sin \beta}{\beta [\cos^2 \frac{\beta}{2} - \sin^2 \arccos(\cos \phi_A \cos \theta_A)]}.
\]

(11)

Finally, with Eq.(11),

\[
D_I \propto \sqrt{\frac{\sin \beta}{\beta [\cos^2 \frac{\beta}{2} - \sin^2 \arccos(\cos \phi_A \cos \theta_A)]}}.
\]

(15)

Theorem 1 indicates that the pixels in the PV image suffer from \( D_I \) distortion when projected onto the sphere. Therefore \( D_I \) can be seen as a mask operating on the image, and we can obtain

\[
P_I(F_I(e)) = F_I(e) / D_I.
\]

(16)

To solve Eq.(6), \( F_I \) is expected to satisfy \( P_I(F_I(e)) \approx e \), then

\[
F_I(e) = e \cdot D_I.
\]

(17)

We propose to solve Eq.(5) by two steps: First, the perturbations are calculated with normal attack approaches. Then they are adjusted with the distortion mask \( D_I \). Therefore, our derivated distortion compensation function can serve as an additional module to any existing attacks, such as FGSM, PGD, and MI-FGSM. In this paper, we choose PGD, and propose the Distortion-Aware Iterative Fast Gradient Sign Method (DAI-FGSM), in which the perturbation is manipulated with a distortion mask at every step. DAI-FGSM is summarized in Algorithm 1, where \( \text{sign}(\cdot) \) is the sign function, and \( \nabla \) is the differential operator.

3.4. Inverse Perspective Projection and Saliency-aware Fusion

Given a set of adversarial PV images, in order to obtain the final adversarial spherical image, we first re-project the PV images to the sphere by using inversely Eq.(1) and Eq.(2). As each PV image is only projected to a portion of the sphere, we call it a spherical part. Due to the overlapped field of views among different PV images, different pixels in different PV images maybe be projected to the same position on the spherical surface, leading to overlaps across spherical parts. Therefore, how to merge multiple projection pixels in the same position on the sphere to one pixel is a crucial problem. A common method is to average them [3, 14], which is inefficient for generating adversarial
Algorithm 1 DAI-FGSM

**Input:** A PV image \( x_p \) with ground-truth label \( y_o \), the angle resolution \( \beta \), and a classifier \( C \) with loss function \( L \)

**Input:** Perturbation size \( \epsilon \), step size per iteration \( \gamma \), and maximum iterations \( T \)

**Output:** An adversarial PV image \( x_{adv} \)

1: for all Positions \((\theta_A, \phi_A)\) in \( x_p \) do
2: Calculate the pixel intensity distortion mask \( D_{I}(\theta_A, \phi_A) \)
3: end for
4: \( x_{adv} = x_p \)
5: for \( t = 0 \) to \( T - 1 \) do
6: \( e_{t+1} = \gamma \cdot \text{sign}(\nabla_{x_{adv}} L(x_{adv}, y_o)) \)
7: Update \( e_{t+1} = \text{Clip}(D_{I} \cdot e_{t+1}) \)
8: Update \( x_{adv} = \text{Clip}(0, 1)\{x_p + e_{t+1}\} \)
9: end for
10: return \( x_{adv} = x_{adv} \)

where \( HF_n \) is an \( n \times n \) mean filter that is used to obtain the averaged log spectrum of the spherical image, and \( * \) is the filtering operation.

As discussed in [18], considerable shape similarities can be observed from different spectrums of the input spherical image, and the statistical similarities imply redundancies in the image. Therefore, the information jumping out of the smooth curves deserves the attention, and the residual spectrum contains specific characteristics of the image. Finally, the saliency map \( S \) of the original spherical image can be achieved from the residual spectrum \( R(I) \)

\[
S(\theta, \phi) = \sum_{l=0}^{\infty} \sum_{m=-l}^{l} e^{R_{m}^{\infty} + jI_{ph} Y_{l}^{m}(\theta, \phi)}.
\]  

(20)

Figure 3. The performance of the attacks on (a) \( M_s \) and (b) \( M_c \).

3.4.2 Saliency-aware Fusion for Inversely Projected PV Images

Every pixel on the sphere is corresponding to a saliency score, implicitly indicating the degree of difference between it and its neighbors. The saliency score is used to guide the fusion of multiple inversely projected PV images.

Assuming a position \((\theta, \phi)\) is covered by \( k \) spherical parts, in order to obtain its fused pixel value, we firstly compute the haversine distances between the centers of all spherical parts and it, and the distance (denoted as \( d_i \)) between the \( i \)-th center \((\theta_i, \phi_i)\) and \((\theta, \phi)\) is calculated by:

\[
d_i = 2 \arcsin \left( \sqrt{\sin^2 \left( \frac{\theta - \theta_i}{2} \right) + \cos \theta_i \cos \theta \sin^2 \left( \frac{\phi - \phi_i}{2} \right)} \right).
\]

(21)

Next the Gaussian function is used to calculate the weights of the spherical parts according to the saliency score \( S(\theta, \phi) \):

\[
g_i = e^{- \frac{(d_i - d_{\text{min}})^2}{2 \sigma^2}} = e^{- \frac{(d_i - d_{\text{min}})^2}{2 \sigma^2} S(\theta, \phi)},
\]

(22)

where \( d_{\text{min}} = \min\{d_1, d_2, ..., d_k\} \). Finally, the value of the pixel at \((\theta, \phi)\) is obtained by weighting the \( k \) spherical parts \( I_i \) with normalized gaussian weights \( w_i \):

\[
I_{F}(\theta, \phi) = \sum_{i=1}^{k} w_i I_i(\theta, \phi), \quad w_i = \frac{g_i}{\sum_{i=1}^{k} g_i},
\]

(23)
Figure 4. Some examples of 360-attack on the 3D object classification task. The top line shows the original benign images, and the bottom line shows the adversarial images.

<table>
<thead>
<tr>
<th>Perturbation magnitude $\epsilon$</th>
<th>0.02</th>
<th>0.04</th>
<th>0.06</th>
<th>0.08</th>
</tr>
</thead>
<tbody>
<tr>
<td>FGSM $M_e$</td>
<td>0.649</td>
<td>0.290</td>
<td>0.132</td>
<td>0.108</td>
</tr>
<tr>
<td>FGSM $M_s$</td>
<td>0.736</td>
<td>0.682</td>
<td>0.610</td>
<td>0.503</td>
</tr>
<tr>
<td>PGD $M_e$</td>
<td>0.616</td>
<td>0.283</td>
<td>0.122</td>
<td>0.102</td>
</tr>
<tr>
<td>PGD $M_s$</td>
<td>0.679</td>
<td>0.627</td>
<td>0.579</td>
<td>0.497</td>
</tr>
<tr>
<td>MI-FGSM $M_e$</td>
<td>0.608</td>
<td>0.276</td>
<td>0.115</td>
<td>0.107</td>
</tr>
<tr>
<td>MI-FGSM $M_s$</td>
<td>0.662</td>
<td>0.615</td>
<td>0.565</td>
<td>0.491</td>
</tr>
</tbody>
</table>

Table 1. Classification accuracy with different 2D attacks.

<table>
<thead>
<tr>
<th>Perturbation magnitude $\epsilon$</th>
<th>0.02</th>
<th>0.04</th>
<th>0.06</th>
<th>0.08</th>
</tr>
</thead>
<tbody>
<tr>
<td>Panorama-domain $M_e$</td>
<td>0.848</td>
<td>0.845</td>
<td>0.649</td>
<td>0.351</td>
</tr>
<tr>
<td>Panorama-domain $M_s$</td>
<td>0.847</td>
<td>0.842</td>
<td>0.838</td>
<td>0.774</td>
</tr>
<tr>
<td>PV-domain $M_e$</td>
<td>0.793</td>
<td>0.758</td>
<td>0.375</td>
<td>0.163</td>
</tr>
<tr>
<td>PV-domain $M_s$</td>
<td>0.780</td>
<td>0.767</td>
<td>0.716</td>
<td>0.591</td>
</tr>
</tbody>
</table>

Table 2. Classification accuracy for fine-tuned models.

It can be seen from Eq.(23) that our fusion strategy gives the spherical parts closer to the fused position larger weight, especially for pixels on the salient areas. The reason is that the image content on those areas changes dramatically, and the pixels far from them contribute less to the fusion procedure. Therefore we pay more attention to close parts, which provide more accurate information for the fused pixel. On the contrary, for pixels on the non-salient areas, the change of the image content is relatively smooth, and the pixels within a large area may be similar. Weighting multiple spherical parts in non-salient areas helps consider more neighbor pixels. This saliency-aware fusion strategy avoids over-smoothing, reserving more adversarial perturbations.

4. Experiments

4.1. 3D Object Classification

We first evaluate the performance of our attack on the shape classification task with the spherical ModelNet-40 dataset, which is a benchmark dataset of spherical models.
illustrate that the effects of the three attacks on $M_\epsilon$ tend to be the same when $\epsilon$ increases. It is caused by the fragility of $M_\epsilon$: When $\epsilon$ is small, the model has a weak immunocompetence to the adversarial examples, and thus more powerful attacks have more significant effect on the model. When the attack power increases, all attacks severely mislead the model, and finally achieve the similar attacking effects.

The key of the success for the 360-attack lies in its capability for generating aggressive perturbations in the planar attack and reserving them in the fusion operation. In the planar attack step, the proposed DAI-FGSM method can compensate the perturbations to alleviate the impact of the following inverse perspective projection, which guarantees the high aggressiveness of the adversarial PV images. Moreover, in the fusion step, the salient pixels are fused by considering more on their close spherical parts, while the non-salient pixels are obtained by weighting more far spherical parts, which collects abundant information of the pixel and suppresses the impact of the projective distortion on attack.

Fig. 4 shows adversarial examples of 360-attack. All of the adversarial images successfully attack $M_s$ and $M_s_w$ with a minor modification to the original images, which demonstrates the effectiveness of 360-attack.

Note that our attack directly generates perturbations in the $\mathbb{Z}^2$ space, and then transfers the planar perturbations to the the spherical image. As the disturbed spherical image can successfully mislead the spherical model which operates in the SO(3) group, it demonstrates the transferability of adversarial perturbations from $\mathbb{Z}^2$ to SO(3) groups.

4.1.3 Combined with Different 2D Attacks
As claimed before, the distortion compensation function can be combined with any existing planar attacks. Therefore, we compare the attack results when integrating the distortion mask with FGSM, PGD, and MI-FGSM. The results in Table 1 indicates that PGD-based and MI-FGSM-based attacks have similar aggressiveness, and they are both superior to the FGSM-based attack. Intuitively, the FGSM-based attack compensates the distortion only once, resulting in less aggressive adversarial examples compared iterative methods. As for the similar performance between the iterative attacks, the reason may be that the critical factors influencing the attack are the distortion in PV images and strategy to fuse multiple adversarial PVs. The iterative attacks have similar compensation degrees for distortion, which leads to similar performance.

4.1.4 Evaluation against Adversarial Training
Adversarial training, which fine-tunes the model with correctly labeled adversarial examples, is one of the most effective defensive methods against adversarial attacks. We evaluate the performance of 360-attack in the adversarial training setting. Specifically, the victim models are fine-tuned with adversarial spherical images generated by panorama-domain attack and 360-attack with $\epsilon = 0.04$, while the model for generating planar adversarial images remains unchanged. The adversarial examples are then fed into the fine-tuned models, and the results are shown in Table 2.

The results indicate that adversarial training significantly improves the robustness of models. For example, for $M_s$, the accuracy on the adversarial examples of $\epsilon = 0.04$ generated from the panorama-domain attack improves from 0.7627 to 0.842, while for the 360-attack improves from 0.627 to 0.767. We observe that the panorama-domain attack has little effect on the fine-tuned $M_s$, while the 360-attack still severely misleads the models, further confirming that 360-attack is more aggressive than the panorama-domain attack. The behavior of $M_\epsilon$ is a little different from that of $M_s$. When facing weak attacks, the improvement of performance is evident, and the model works normally. However, when the adversarial examples generated with a larger $\epsilon$ are fed into the model, its accuracy steeply degrades by 20-60%, and the defense is even useless against the 360-attack of $\epsilon = 0.08$. This is caused by the intrinsic instability of the planar model, just like the results in Fig. 3. In summary, the results in Table 2 demonstrate that the 360-attack is still highly effective in the adversarial training setting, remarkably outperforming the panorama-domain attack.

4.1.5 Ablation Study
To measure the effectiveness of the proposed distortion-aware attack and saliency-aware fusion, we perform an ablation study by replacing the DAI-FGSM with PGD in the 2D attack step and replacing the saliency-aware fusion with average fusion. The results of the ablation study are shown in Fig. 5. It can be seen that the lines with purple triangles, which show the results of the PGD attack with average fusion, are always above the blue x-mark lines showing the DAI-FGSM attack with average fusion. This indicates that DAI-FGSM method can reserve more adversarial perturbations than PGD, which benefits greatly from the ability of DAI-FGSM to alleviate the negative impact of distortion introduced by the inverse perspective projection. In addition, the blue lines are always above the red dotted lines that show the DAI-FGSM with saliency fusion. This means the saliency-aware fusion strengthens the aggressiveness of the attack, which results from its effect of reserving more accurate adversarial information. We can also observe that the blue lines are above the orange star lines that indicates the PGD attack with saliency fusion, which demonstrates the saliency-aware fusion contributes more to the attack performance than the DAI-FGSM. It may be because the smoothing effect of the average fusion severely degrades the impact of the perturbations. Overall, the DAI-FGSM method with saliency-aware fusion operations always performs better than any other attacks, further verifying their necessities.
4.2. Tasks on Real-world 360° Datasets

Aforementioned experiments show that 360-attack is effective on the synthetic dataset. We may wonder whether it is still effective on the real-world datasets. Thus, we perform experiments on the real-world datasets for tasks including semantic segmentation and layout prediction. In these experiments, we compare our attack (360-attack (DAI-FGSM)) with panorama-domain attack, 360-attack with PGD, and 360-attack with average fusion, and the experimental setting is the same as that of the 3D object classification. Note that the last two attacks are modified from the experimental setting of DNNs, especially for those processing 360° images. Although we reveal the spherical models are also vulnerable to adversarial examples, our work focuses on assisting researchers to perform more thorough evaluations on DNNs, rather than on attacking real-world systems. We firmly believe that our work can help researchers design new robust models and efficient defenses. In the future, we will focus on addressing the limitation of relying on assigned positions to render PV images, and work for selecting adaptively PV images to implement the attack.

4.3. Broader Impact and Limitations

This work can potentially contribute to deeper understanding of DNNs, especially for those processing 360° images. Although we reveal the spherical models are also vulnerable to adversarial examples, our work focuses on assisting researchers to perform more thorough evaluations on DNNs, rather than on attacking real-world systems. We firmly believe that our work can help researchers design new robust models and efficient defenses. In the future, we will focus on addressing the limitation of relying on assigned positions to render PV images, and work for selecting adaptively PV images to implement the attack.

5. Conclusion

We investigate the vulnerability of DNNs trained for spherical images against adversarial attack by transferring adversarial perturbations from the PV domain to the spherical domain. Two key procedures are proposed to preserve more embedded perturbations against the conversion of attack domain space. In the planar attack step, a distortion-aware attack is proposed to suppress the impact of distortion introduced by the projection between spherical and PV images. In the fusion step, we proposed a saliency-aware fusion approach to merge multiple inversely projected spherical parts to the final adversarial spherical image. A systematic study on the spherical and panorama-based models with various synthetic and real-world datasets demonstrates the effectiveness of the proposed attack. Finally, our work also demonstrates the transferability of the adversarial examples between the 2D and 3D spaces.
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<table>
<thead>
<tr>
<th>Attack</th>
<th>Panorama-domain attack</th>
<th>360-attack (PGD)</th>
<th>360-attack (Average)</th>
<th>360-attack (DAI-FGSM)</th>
</tr>
</thead>
<tbody>
<tr>
<td>UNet IoU</td>
<td>0.359/0.347/0.255</td>
<td>0.359/0.340/0.234</td>
<td>0.359/0.357/0.298</td>
<td>0.359/0.351/0.217</td>
</tr>
<tr>
<td>Acc.</td>
<td>0.558/0.543/0.496</td>
<td>0.558/0.536/0.473</td>
<td>0.558/0.549/0.509</td>
<td>0.558/0.531/0.447</td>
</tr>
<tr>
<td>UG-SCNN IoU</td>
<td>0.413/0.398/0.320</td>
<td>0.413/0.385/0.298</td>
<td>0.413/0.406/0.350</td>
<td>0.413/0.387/0.273</td>
</tr>
<tr>
<td>Acc.</td>
<td>0.569/0.553/0.490</td>
<td>0.569/0.547/0.477</td>
<td>0.569/0.553/0.511</td>
<td>0.569/0.543/0.463</td>
</tr>
</tbody>
</table>

Table 3. Attack performance on semantic segmentation task. (ε = 0/0.03/0.08)

<table>
<thead>
<tr>
<th>Attack</th>
<th>CFL</th>
<th>LayoutNet</th>
</tr>
</thead>
<tbody>
<tr>
<td>Panorama-attack</td>
<td>0.595/0.355/0.329</td>
<td>0.932/0.917/0.855</td>
</tr>
<tr>
<td>360-attack (PGD)</td>
<td>0.595/0.355/0.318</td>
<td>0.932/0.916/0.839</td>
</tr>
<tr>
<td>360-attack (Average)</td>
<td>0.595/0.352/0.337</td>
<td>0.932/0.932/0.865</td>
</tr>
<tr>
<td>360-attack (DAI-FGSM)</td>
<td>0.595/0.322/0.282</td>
<td>0.932/0.968/0.830</td>
</tr>
</tbody>
</table>

Table 4. Attack performance on the 3D layout reconstruction task. (ε = 0/0.03/0.08)
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