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Abstract—In this paper, we present a video streaming system
for wireless networks that employs utility optimization of pre-
compressed video at the application layer, together with a novel
cooperative wireless physical layer (PHY) that allows interfering
transmissions. Our system model considers multiple and indepen-
dent unicast or multicast transmissions between network nodes
while a number of them serve as relays. For this new PHY
the average transmission rate that each sender-destination pair
can achieve is estimated first. Next, we show that the utility
optimization problem can be simplified due to the features of the
proposed PHY. Subsequently, we devise a utility optimization
algorithm that is executed independently at each sender and it
derives the optimal video packets that should be sent in the
wireless link given the calculated rate constraint. Simulation
results demonstrate that for unicast video streaming scenarios
and with the utility optimization framework, allowing packets to
interfere is a better choice than employing a typical cooperative
PHY. For the case of multicast video delivery the performance of
the proposed scheme is significantly improved for good channel
conditions while the improvement is minimized in the low channel
SNR regime when compared to the unicast scenario.

Index Terms—Video streaming, wireless networks, interfer-
ence, cooperative systems, physical layer network coding.

I. INTRODUCTION

V IDEO transmission through streaming in wireless net-

works is still one of the most challenging problems

of information transmission [1]. Contrary to elastic video

distribution mechanisms (e.g. video download) that have seen

huge benefits from the increases in network capacity, video

streaming in wireless communication systems still suffers from

several problems: Channel errors are difficult to be corrected

in real-time in ways that are not observable by the user (e.g.

with error concealment [1]). Channel coding mechanisms with

forward error correction (FEC) or automatic repeat request

(ARQ) introduce significant overheads that cannot solve en-

tirely the problem of error resiliency due to the dynamic nature

of the wireless channels. Furthermore, asymmetry of multi-hop

wireless networks exacerbates the problem of video transmis-

sion through such a path [2]. Bandwidth fluctuations in the

wireless case create very frequently the well known video
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stuttering problems requiring thus bigger playback buffers and

larger playback delay.

Another important parameter to consider is the inherent

characteristic of the video data. Video streams are charac-

terized by different rate-distortion (RD) characteristics which

means that data units do not have the same importance for

the video decoding process [3]. Therefore, existing solutions

have to adapt not only to the channel conditions but also to

the transmitted video stream. Naturally, the RD tradeoff is

part of source coding and transmission system. In imperfect

channels joint source-channel coding should be exercised [4],

[5]. However, when the source description is already coded,

the options regarding the real-time actions that can occur

during transmission are limited [6].

There is a need to radically address these problems and

we believe that this can be accomplished when the technical

progress at the lower layers of the protocol stack are carefully

taken into account. One of the most promising approaches

for achieving considerably better throughput and lowering

delay at the lower layers of the protocol stack, is to allow

packet transmissions to interfere for the advantage of all the

involved users. Interference exploitation has recently attracted

considerable attention from the wireless communication and

information theory communities so as to increase the network

capacity [7], [8], [9]. Physical layer network coding (PLNC)

is another term frequently used for this technique. Allowing

packet transmissions to interfere means that wireless signals

are transmitted concurrently, reducing thus the total duration

of the transmissions. However, a subset of the interfering

signals must be known at the final destinations (a-priori

information) in order to be able to decode the desired packet.

By overhearing signals and with the help of a relay more

transmissions can occur per time unit [10].

However, for the particular class of packet-based video

communication systems the idea of allowing packets to in-

terfere might not be always beneficial. The reason is that with

video communications when a certain packet is transmitted

the importance of this packet might be completely different

from subsequent or previous packets as we explained earlier.

A failed attempt to remove interference and decode a PHY

packet might result in the inability to deliver an important

video packet to the application. This failure might not be a

problem for elastic data transfer in wireless networks since

the performance is averaged over several channel realizations

and every packet erasure is equally important. Therefore,

in the case of video payload the problem that has to be

solved is to identify the conditions for allowing specific packet

transmissions to interfere given a certain RD characterization
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Fig. 1. The basic network scenario considered in this paper is cooperative
unicast video transmission with the help of relay nodes R1 and R2. Different
line styles indicate transmission in a different time slot. In the case of multicast
transmissions all the destinations are decoding all the video streams.

of the transmitted bitstream and playback delay requirement of

the streaming application. For the multicast case we expect that

the optimal conditions for interfering transmissions change.

The rest of this paper is organized as follows. First, in Sec-

tion II we present the related works. The system model that is

used in this paper is presented in Section III. Subsequently, the

cooperative PHY that incorporates interfering transmissions is

analyzed in Section IV, while the impact of the application

layer FEC on the packet error rate and the bandwidth overhead

are evaluated in Section V. Section VI presents the utility

optimization framework for video transmission and explains

how it is coupled with the previously described PHY. In Sec-

tion VII we present comprehensive simulation results for the

proposed system configurations. Finally, Section VIII presents

our conclusions and provides some possible directions for

future work.

II. RELATED WORKS

Our work brings together techniques from RD-optimized

video transmission and the novel idea of cooperation through

interfering transmissions. We review the most closely related

works to this paper next. The work presented by Katti et

al. in [8] introduced the term analog network coding (ANC)

which is another term for referring to concurrent interfering

transmissions or PLNC. In that work the receiver decodes

independently the overheard and relayed version of the super-

imposed signals leading to higher number of packet failures.

The concept of PLNC in topologies that use one relay was also

thoroughly studied from other researchers in [11], [12], [10]

with similar results. Despite the flurry of activities in PLNC-

based schemes, we are not aware any work that considers

the exploitation of interfering transmissions for improving

wireless video streaming.

On the contrary, wireless cooperative transmission of video

streams has been studied in the literature more extensively. The

case of layered encoded video was studied in [13], [14]. Video

multicast with a more advanced cooperative scheme was con-

sidered in [15]. Distributed space-time codes were employed in

that work in order to improve the decoding of the PHY when

multiple receivers are involved. More recently, packet-based

(or digital) network coding was also studied as a technique

that can improve video transmission. The case of algebraic

network coding and video transmission was studied in [16]. In

that work the authors employ linear network codes for mixing

video packets before transmission to a group of senders.

In [17] the authors presented a rate-distortion optimized and

network-coding-based, cooperative peer-to-peer packet repair

solution for the multi-stream WWAN video broadcast. Even

though in the above work the RD optimization is the objective,

a more complex packet-level algebraic network coding solu-

tion was employed that means no exploitation of concurrent

interfering transmissions. Also in [18] the authors studied the

use of broadcasting from multiple stations for wireless video

transmission but without a systematic cooperative protocol for

allowing and exploiting interfering transmissions.

III. SYSTEM MODEL AND OVERVIEW

In this paper, we consider a wireless ad hoc network where

all nodes can send data and also be potential relays. In this

network structure all nodes can hear each other. The proposed

cooperative PHY protocol optimizes the cooperative transmis-

sion for a single hop, i.e. within the defined network. Fig. 1

presents a representative network that is used for explaining

several aspects of this work. Here we introduce the term

communication phase as the basic time frame for the protocol

analysis in this paper. The communication phase consists of

a number of time slots. The proposed PHY works as follows.

During the first slot of the communication phase a number of

N network nodes broadcast their packets independently and

concurrently. During the next N−1 slots of the communication

phase the broadcasted and interfered packets are amplified and

forwarded at the PHY by N −1 relays sequentially. The relay

transmission order can be random but it should be decided in

advance of a communication phase. Note that we focus on the

system design when a group of N nodes has been decided that

are the ones who are transmitting video and N − 1 nodes that

are relays. In [19] we investigated the topic of relay selection

for such a scheme where interfering transmissions are allowed

from two nodes. In this work we do not delve in such issues

since relay selection, although it affects the performance of

any cooperative scheme, is addressed at the MAC layer with

special protocols.

Regarding the lower layer aspects of our system, we as-

sume full overlap between the transmitted packets. This is

possible since transmissions use time division multiple access

(TDMA) with pre-defined slot boundaries. At the receivers the

packets at the PHY are decoded, after the final relay forwards

the respective interfered packet, with an MMSE-based joint

symbol-level decoder that we describe in the next section.

In case of unicast transmission the result is that destination

D1 in Fig. 1 recovers and stores only the packet originated

from S1. However, if all nodes are multicasting to all the

three destinations in Fig. 1 then all the decoded packets

at the PHY are useful and are stored by each one of the

destinations. The optimality of interfering and decoding two

packets for maximum throughput was studied and established

in [8], [10], [20]. Therefore, the result of these works was that
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the cooperative system should allow the interference of two

and not more packets for achieving throughput optimality.

An overview of the proposed video transmission system

functionality is presented next. We consider the transmission

of H.264 pre-compressed video where each video unit corre-

sponds to a single I, P, or B frame [4]. A more efficient scalable

video coded (SVC) bitstream could also be used with our

scheme in order to provide more graceful quality variations.

Nevertheless, the proposed scheme is orthogonal to the video

coding standard. If the video description is available, the first

task of the video transmission system is to pass the video

units through an application-layer FEC encoder in order to

create the packet to be actually transmitted. In the proposed

system independent senders follow the previous process, and

broadcast their respective packets regardless if they have only

one destination (unicast) or multiple destinations (multicast).

These packets interfere both at the potential relays and also at

the intended destinations.

Given the above system model and general system design,

the questions we try to answer in this paper are the following:

1) What is the optimal number of interfering senders when

the video quality is the optimization objective instead of

throughput? 2) Is it possible to maximize the utility of the

transmitted video sequences in a decentralized fashion given

that interfering transmissions are taking place? 3) Finally, are

there any benefits of the cooperative interference scheme for

video multicast?

IV. PHYSICAL LAYER WITH COOPERATIVE COLLISIONS

In this section we describe the physical layer (PHY) that

supports cooperative interfering transmissions. We denote

with N the number of senders where each one of them

transmits a video stream. The senders transmit by using

pre-defined TDMA slots. The transmitted signals collide at

M relay nodes. Fig. 1 presents a sample network topology

with three senders and two relays. The relay nodes forward

the interfered packets. Due to the broadcast nature of the

wireless channel the concurrently transmitted packets will

be available to every node that does not transmit but it

overhears the channel. This basic observation is exploited

by the protocol named amplify and forward of over-the-air

superimposed transmissions (AFOST). For this protocol we

present an example based on the topology depicted in Fig. 1.

Fig. 2 presents the corresponding protocol behavior in the time

domain. In this example there is one broadcast phase from

all the N=3 senders and two forwarding phases from all the

M=2 relays. Because of spatial diversity, different versions

of the broadcasted signals are received at different network

nodes including the relays. During the forwarding phase, each

participating relay broadcasts the locally received interfered

signals after it applies the appropriate power scaling. With the

proposed scheme it must be M ≥ N −1. The reason is that if

a number of nodes transmit concurrently, there is a need for at

least the same number of forwarding phases so that N linear

equations are collected and the PHY decoder can then solve

for the N unknown and concurrently transmitted symbols [21].

Note that the clear benefit when compared with the cooperative

protocol that orthogonalizes transmissions is that the relays

forward a composite signal that is useful for more than one

receivers. Another observation is that these N − 1 forwarding

phases do not have to be executed from different relays even

though in our analysis we make this assumption. It is possible

that one relay repeatedly retransmits the same signal over

independent channel realizations exploiting thus diversity over

time [21]. These aspects will become clearer when we present

the protocol operation with a mathematical notation next.

A. Description of AFOST

Let xn denote the PHY symbol that is transmitted from

sender Sn. The number of PHY symbols Ln denotes all

the symbols of the packet that were transmitted during the

broadcast phase. Let also the channel transfer function between

the sender Sn and the relay Rm be hSn,Rm
, and the channel

between sender Sn and destination Dk be hSn,Dk
. By using

this notation, let us proceed with the detailed description of the

transmitted and received signals for the protocol we sketched

in the previous paragraph. We may write the received signals

at a relay Rm as

yRm
=

N∑

n=1

√
PhSn,Rm

xn + wRm
, ∀m ∈ M, (1)

where P is the transmission power at each sender, and wRm
∼

CN (0, σ) denotes the AWGN at the relay Rm. Similarly, the

received signals at destination Dk during the broadcast phase

can be written as

yDk
=

N∑

n=1

√
PhSn,Dk

xn + wDk
. (2)

For the one broadcast phase there are multiple forwarding

phases, i.e. their precise number is N − 1. In each of the

forwarding phases a relay Rm broadcasts the received signals

given in (1) by applying a power amplification factor gm so

as to maintain the power constraint [22]. The power gains are

given as

gm =

√
P

P
∑N

n=1
γSn,Rm

+ σ2
, (3)

where γi = |hi|2. Subsequently, the relays forward the ampli-

fied signals. In the forwarding phase from Rm, the received

signal at Dk can now be written as

yDk,Rm
= gmhRm,Dk

N∑

n=1

√
PhSn,Rm

xn

+ gmhRm,Dk
wRm

+ wDk
. (4)

Note that (4) corresponds to the received signal from one relay.

A point should also be made about the spectral efficiency of

our protocol that is not compromised. The reason is that the

number of concurrently transmitted packets is N (equal to the

number of senders) while this is accomplished in a total of

N transmission phases (1 direct plus N − 1 forwarding). This

translates to a spectral efficiency of 1 regardless of the number

of relays.
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Fig. 2. The AFOST cooperative protocol for the simple topology with
three senders. The dark-shaded blocks indicate the symbols that belong to the
preambles and postambles of a packet and are used for channel estimation,
while the non-shaded blocks are the symbols of the information packet.

Based on the above analysis, we write in vector form the

received signal for destination Dk as follows

yDk
=

√
P ·G ·HDk

· x+wDk
. (5)

The N × N channel matrix for the cooperative system we

introduced is:

HDk
=




hS1,Dk
.. hSN ,Dk

hS1,R1
hR1,Dk

... hSN ,R1
hR1,Dk

... ... ...
hS1,RM

hRM ,Dk
... hSN ,RM

hRM ,Dk




The array G corresponds to the power gains of all the relays

and wDk
is the noise vector that includes the broadcast and

each forwarding phase. All these arrays consist of complex

numbers and are given below:

wDk
=

[
wDk

g1hR1,Dk
wR1

... gMhRM ,Dk
wRM

]T

x =
[
x1 x2 ... xN

]T

yDk
=

[
yDk

yDk,R1
... yDk,RM

]T

Depending on how may senders transmit concurrently the

dimension of the matrices change accordingly.

B. PHY Decoding Algorithm

We now describe the PHY layer detection algorithm exe-

cuted at each destination node. For a multi-user system the

optimal detector is a minimum mean square error with suc-

cessive interference cancellation (MMSE-SIC) receiver [21]. If

the Hermitian of H is HH , then the pseudo-inverse channel

matrix H† = (HHH)−1HH is used as follows: The MMSE

approach tries to find a coefficient matrix Q that minimizes the

MMSE criterion. We have that Q† = (HHH + σ2I)−1HH .

The n−th bit stream transmitted to destination node Dk is

extracted with the help of the pseudo-inverse channel matrix

Q† as follows. The signal is multiplied by the (estimated Q̃†)

pseudo-inverse:

ŷDk
= Q̃

†
Dk,n

yDk
= Q̃

†
Dk,n

HDk,nxk + Q̃
†
Dk,n

wk (6)

where Q̃
†
Dk,n

indicates all the rows in the pseudo-inverse

channel matrix Q̃
†
Dk

minus the n-th row, while HDk,n symbol-

izes the n−th column for HDk
. Due to the whitening operation

the variance of the noise matrix is E[Q̃†
Dk,n

wk|HDk,n] =(∑M

m=1
g2m|hRm,Dk

|2 + 1
)
IN . In addition, in our case we

apply an MMSE-SIC receiver where the power of the received

signals in ŷDk
is ordered from higher to lower power. If

we denote by ȳ the ordered version of the received signals

contained in ŷDk
from higher to lower power1, then we can

apply the ordered SIC (OSIC) approach for detecting first

the symbols that were received with the higher power. The

destination uses MMSE equalization and estimates the higher

power symbol (first in array ȳ) xl as

x̂l,Dk
= Q̃

†
Dk,1

ȳDk,1 (7)

It is important to note that x̂l,Dk
indicates the estimate of

symbols from a sender Sn but at node Dk.

C. Sum Rate

For the MMSE/OSIC receiver that we adopted only the

ergodic capacity or the average achievable rate can be prac-

tically calculated. Essentially it is the rate after averaging

over a significant number of channel realizations. For the link

Sn → Dk we have that the average achievable rate will be:

R̃afost
Dk,Sn

= E

[
log

2
(1+

P
∑M

m=1
g2m|hRm,Dk

|2 + 1
Q̃

†
Dk,n

HDk,n)
]

(8)

This rate estimate is communicated from node Dk to Sn

after it is estimated locally, since the destination node has the

channel state information (CSI). Note that since the network is

distributed and formed in an ad-hoc fashion, the transmission

power P is not amenable to an optimization step since that

would require a central control point that would perform this

task.

D. Baseline Cooperative System

Here, we present a brief description of a typical cooperative

PHY that employs amplify-and-forward (AF) [22], [23] that

serves as the baseline system for comparison and we refer

to it as COOP. In the general case of cooperative systems,

the transmitter may select to use cooperative transmission

when a desired rate is not met with a direct transmission.

However, without loosing generality we assume that with

this cooperative protocol the optimal mode is always selected

whether it is cooperative or direct transmission. Now consider

that the channel bandwidth is W , the transmitter power P ,

additive white Gaussian noise (AWGN) with zero mean and

variance σ2, and h̃i is the estimate for channel i. If we

assume Rayleigh block fading channels where the attenuation

is considered constant throughout the transmission of a single

frame then the estimated rate of the Direct transmission mode

is:

R̃dir
Dk,Sn

= W · log2(1 +
P |h̃Sn,Dk

|2
σ2

). (9)

1This ordering is easily accomplished through the channel estimation
process.
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On the other hand, the estimated rate of the cooperative

transmission protocol COOP that occurs in two orthogonal

time slots will be [22]:

R̃coop
Dk,Sn

=
W

2
·min

{
log2(1 +

P |h̃Sn,Rm
|2

σ2
), (10)

log2(1 +
P |h̃Sn,Dk

|2
σ2

P |h̃Sn,Rm
|2|h̃Rm,Dk

|2g2
σ2(1 + |h̃Rm,Dk

|2g2)
)
}

Similar conditions are used by state-of-art cooperative proto-

cols [23].

V. RATE ESTIMATION WITH FEC

With the proposed streaming system source packets are sent

to the application-layer FEC Reed Solomon (RS) encoder. The

RS encoder generates I − J additional packets for J input

source packets. Therefore, the overhead that is added with an

RS(I, J) code is I − J packets or J/I%. FEC is applied

across the source packets so that each generated transport

packet contains parts of both the source payload and the

parity bits. This packetization strategy is crucial for efficient

wireless transmission since most software implementations

discard link-layer frames that have even single-bit errors that

cannot be corrected. In such a case, applying FEC along each

source packet would mean that in the case of a link-layer

frame loss, the complete source packet would be lost, and RS

decoding would thus fail. Subsequently, the I transport packets

are sent to the PHY for wireless transmission. Link-layer

retransmissions are not used in this work, since this approach

would complicate the analytical models. Once the packets

are transmitted at the physical layer, they pass through the

application-layer RS decoder at the receiver. The probability

of RS decoding failure at the receiver is given by

ρ = 1−
I−J∑

l=0

(
I

l

)
plw(1− pw)

I−l, (11)

where pw is the wireless packet error rate (PER) before FEC

error recovery. If RS decoding fails, the video unit cannot

be decoded. The decoder starts to decode video packets and

display them, after an initial startup delay that is configured

by the application. Note here that the selected RS code is the

same for all packets. Due to the additional complexity of an

unequal error protection (UEP) scheme, we do not include it

here although performance benefits are expected.

A. Effective Throughput

For calculating the effective throughput at the sender we

utilize the rate estimates given in (8), (9), (10). We also assume

that the transmission of acknowledgements on the reverse path

is considered error-free, which is something that can be easily

achieved by applying strong error correcting codes for the

short ACK messages. Therefore, if the video payload consists

of data bytes, and the combined protocol overheads is hdr
bytes, then the effective throughput is given by:

T =
data

data+ hdr
∗ J

I
∗ R̃ ∗ (1 − ρ) (12)

In our system, we are more concerned with the raw

application-layer data rate that can be achieved between a pair

of nodes. To obtain this quantity, packet losses in (12) have to

be ignored, which makes the maximum possible application

data rate:

Tmax =
d

d+ hdr
∗ J

I
∗ R̃ (13)

Actually Tmax corresponds to the effective throughput for a

channel SNR → ∞, where packet errors are non existent.

VI. UTILITY OPTIMIZATION

The task of a multimedia communication system is to

maximize the reconstruction quality of the media presentation

at the receiver for the given channel conditions. One important

detail is that video quality is usually measured through the

end-to-end degradation/distortion of the reconstructed signal.

Furthermore, distortion is related to the data rate allocated

to the media presentation, a relationship that is captured

through the RD function of the presentation. In this section

we attempt to optimize video transmission with a utility-based

framework that uses the proposed cooperative protocol that

allows interference.

A. Utility Function

We formulate our optimization problem as a utility max-

imization. Different utility functions can be employed by

the senders. In our case, the utility function is defined as

the reduction of the reconstruction distortion of the video

presentation, i.e.,

u(ri) =
∑

i

∆D(i) with
∑

i

∆R(i) ≤ Tn,k, (14)

where the RD information associated with packet i consists of

its size ∆R(i) in bytes and the importance of the packet for the

overall reconstruction quality of the video presentation denoted

as ∆D(i) [24], [25]. In practice, ∆D(i) is the total increase

in the mean square error (MSE) distortion that will affect the

video stream if the packet is not delivered to the client by its

prescribed deadline [6]. It is important to note at this point

that the value of the MSE distortion in ∆D(i) includes both

the distortion that is added when packet i is lost and also the

packets that have a decoding dependency with i (For example

the ∆D for an I frame includes the ∆D of the P and B frames

that depend on it). In this way the utility formulation considers

also the possible drift that might occur due to the loss of

particular packets/video frames. Now, in order to compute the

utility u(ri) in (14) we previously label the video packets

comprising the presentation in terms of importance using the

procedure from [26]. Therefore, the index i in the summations

in (14) enumerates the most important video packets in the

presentation up to a data rate of ri. In other words, u(ri)
corresponds to the cumulative utility of the most important

packets up to the rate point ri.
However, the actual utility of the received packets must

account for the lost video units. This should be done such

that the overall utility Un,k(j) of the GOP j that belongs

to the video stream that is transmitted over the wireless link
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Sn → Dk is maximized. According to the above, the overall

utility is defined as

Un,k(j) = u[ri(1− ρ)], (15)

which is the utility of all the packets of GOP j up to rate point

ri(1 − ρ). This rate point corresponds to the packets that are

not lost.

B. Optimization for COOP

After the rate R̃n,k and the effective throughput Tn,k at the

physical layer have been calculated for the sender-receiver pair

(n, k), its value needs to be used for the utility optimization

step. Let us denote with cn,l the TDMA slot allocation vector

that indicates that the n-th sender transmits in the l-th slot out

of the N maximum. Then the utility optimization problem for

the COOP protocol is defined as:

maxUn,k(j) s.t.






ri ≤ max(T dir
n,k , T

coop
n,k )∑N

n=1

∑N

l=1
cn,l = N

cn,l ∈ {0, 1}
Un,k ∈ u(ri)

(16)

In the above, in the first constraint the best out of the direct

or cooperative transmission modes is selected by COOP based

on the rate estimate. The second and third constraints ensure

that all the allocated slots to the N transmitting nodes is equal

to their number. The last constraint means that the maximized

utility should consist of a valid RD point that includes video

packets up to packet i. This is necessary since there is a finite

number of available rate points. The optimal solution to the

above problem is out of the scope of this paper and heuristic

solutions to it can be found in [27], [28] and in references

therein. Naturally, due to the NP-completeness of the problem

we resort here to a heuristic solution that does not require

a centralized controller [28]. More specifically, we allow the

nodes to share equally the slots after every communication

phase, and then they select locally the optimal transmission

mode which is either direct or cooperative transmission.

C. Optimization for AFOST

We use the formulation of the optimization problem given

in (16) and we adapt it given that the AFOST protocol is

used. First, when AFOST is used during every transmission

slot, only the residual rate constraint T afost
n,k is needed. Second,

every sender transmits in each of the N TDMA slots in a com-

plete communication phase. Therefore, the second and third

conditions can be eliminated from (16). Using the notation

introduced previously we can write the simpler optimization

problem as

maxUn,k(j) s.t.

{
ri ≤ T afost

n,k

Un,k ∈ u(ri)
(17)

It is evident here the simpler problem formulation. The deci-

sion to couple the proposed PHY with the utility optimization

pays off at three levels: First, it enables a simpler solution

algorithm with a limited number of constraints, second it

requires no central coordination for the slot allocation, and

third it removes the non-linear constraint that dictates the

maximum achieved rate based on the used PHY.

We proceed here by solving the optimization problem in

(17). For this problem, we can apply Lagrange duality [29]

to the first constraint in (17) to produce the following partial

Lagrangian

Ln(λn, rn,k) = Un,k − λn,k · (rn,k − Tn,k), (18)

where λn,k > 0 is the Lagrange multiplier for link Sn →
Dk. Similarly, rn,k is current instantaneous rate allocation.

Ln(λn, rn,k) represents the individual Lagrangian for link

Sn → Dk.

Now, (17) represents a concave optimization problem with

linear constraints for the rate region as provided by the

link rate constraint in (17). Then, each Lagrange multiplier

expresses the price of each selected rate allocation for the

outgoing link at node Sn. It is known that if λ∗
n is the optimal

solution for the dual problem, then the corresponding r*(λ∗
n,k)

is the solution to the primal problem defined in (17).

It can be shown that the following two equations represent a

solution for the primal-dual optimization problems [29]. First,

node Sn computes the optimal rate allocation on link Sn →
Dk using

r∗n,k = argmax
rn,k

{
Un,k − λn,krn,k

}
. (19)

Then, given r∗n,k we employ a sub-gradient method [30] to

update the value of λn,k as follows

λn,k(t+ 1) = max
{
0, λn,k(t) + β

(
r∗n,k − Tn,k

)}
. (20)

In the above equation β is a small constant that is appropriately

selected. Sub-gradient adaptation methods such as (20) are

typically used in optimization problems involving Lagrange

relaxation. Lastly, (19) and (20) are consecutively applied

every time node Sn performs rate allocation on its outgoing

link. Thus, the rate allocation algorithm presented in this

section calculates the Lagrangian multiplier for the transmitted

bitstream at each sender separately.

D. Stream Adaptation

Now, as shown in [26] (17) can be efficiently solved

using the rate-distortion characterization of the video packets

comprising a flow. In particular, let ∆D(in)/∆R(in) be the

utility gradient of packet in, i.e., packet i from flow n. Then,

the practical solution of (17) comprises of filtering the video

packets sent over the link Sn → Dk according to the following

rule

Send packet in : ∆D(in)/∆R(in) > λn,k,
Do not send packet in : otherwise.

(21)

In essence, (21) allows the transmission over the wireless

channel only the most important packets such that the overall

utility of the video streams is maximized while at the same

time the resulting transmission data rate does not exceed the

maximum achieved by the underlying PHY.
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COOP − NoOpt − N: 2 −RS(19,10) − fps: 30− d
s
: 10 sec

COOP − NoOpt − N: 2 −RS(32,10) − fps: 30− d
s
: 10 sec

AFOST − NoOpt − N: 2 −RS(19,10) − fps: 30− d
s
: 10 sec

AFOST − NoOpt − N: 2 −RS(32,10) − fps: 30− d
s
: 10 sec

(a) ds=10 seconds and 30 fps
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COOP − NoOpt − N: 2 −RS(12,10) − fps: 30− d
s
: 2 sec

COOP − NoOpt − N: 2 −RS(19,10) − fps: 30− d
s
: 2 sec

COOP − NoOpt − N: 2 −RS(12,10) − fps: 60− d
s
: 2 sec

COOP − NoOpt − N: 2 −RS(19,10) − fps: 60− d
s
: 2 sec

AFOST − NoOpt − N: 2 −RS(12,10) − fps: 30− d
s
: 2 sec

AFOST − NoOpt − N: 2 −RS(19,10) − fps: 30− d
s
: 2 sec

AFOST − NoOpt − N: 2 −RS(12,10) − fps: 60− d
s
: 2 sec

AFOST − NoOpt − N: 2 −RS(19,10) − fps: 60− d
s
: 2 sec

(b) ds=2 seconds and 30/60 fps

Fig. 3. Average utility vs. the channel SNR for 2 concurrently transmitting
senders and without enabling utility optimization.

VII. PERFORMANCE EVALUATION

In this section, a comprehensive evaluation of the proposed

algorithms comprising our framework through simulations is

presented. Both the PHY and video streaming algorithms were

implemented in Matlab. The number of nodes tested is kept

small since the simulator operates at the PHY symbol level

(not packet-level) requiring thus significant amount of execu-

tion time. At the communication layer a typical cooperative

system is implemented and it employs cooperative orthogonal

amplify and forward at the PHY without collisions and it is

named COOP. With the COOP scheme the receiver combines

with maximum ratio combining (MRC) the directly received

and forwarded signal to achieve lower BER [22]. The proposed

PHY with cooperative collisions is named AFOST in the

figures. Regarding the lower layer parameters we assume a

channel bandwidth of W=20 MHz, while the same Rayleigh

fading path loss model was used for all the channels. The

assumptions in this case include a frequency-flat fading wire-

less link that remains invariant per transmitted PHY frame,

15 20 25 30 35 40
0

2

4

6

8

10

12
x 10

5

Average Channel SNR [dB]

A
g
g
re

g
a
te

 U
ti
lit

y

 

 

COOP − NoOpt − N: 4 −RS(12,10) − fps: 30− d
s
: 2 sec

COOP − NoOpt − N: 4 −RS(19,10) − fps: 30− d
s
: 2 sec

COOP − NoOpt − N: 4 −RS(12,10) − fps: 30− d
s
: 10 sec

COOP − NoOpt − N: 4 −RS(19,10) − fps: 30− d
s
: 10 sec

AFOST − NoOpt − N: 4 −RS(12,10) − fps: 30− d
s
: 2 sec

AFOST − NoOpt − N: 4 −RS(19,10) − fps: 30− d
s
: 2 sec

AFOST − NoOpt − N: 4 −RS(12,10) − fps: 30− d
s
: 10 sec

AFOST − NoOpt − N: 4 −RS(19,10) − fps: 30− d
s
: 10 sec

Fig. 4. Average utility vs. the channel SNR for 4 concurrently transmitting
senders and without enabling utility optimization. ds=2 and 10 seconds while
the frame rate is 30 fps.

but may vary between simulated frames. The noise over the

wireless spectrum is additive white Gaussian noise (AWGN)

with the variance of the noise to be 10−9 at every node/link.

For ensuring fairness for the comparison of the two PHYs,

the average channel SNR was assumed to be the same for

all the links but it varied independently during each channel

realization.

For the video part of the simulation, the performance of

two video streaming systems that use and do not use utility

optimization is examined. They are named Opt and NoOpt

respectively. The utility optimization was exercised for the

duration of 10 GOPs. The video content consists of the CIF

sequences MOTHER & DAUGHTER and FOREMAN that

were compressed using an H.264 codec [31] at the rates of

203 kbps and 328 kbps, respectively. Both sequences were

tested in independent experiments. A number of 300 frames

of each sequence were encoded using the following frame-

type pattern IBBBP..., i.e., there are three B frames between

every two P frames. The GOP size was set to 32 frames.

Also, the startup/playback delay ds of the video presentation

at every node is set according to the experiment. In all the

figures, the results correspond to the average utility enjoyed

by a destination for the duration of the sequence.

A. Results for Multiple Unicast Streams without Utility Opti-

mization

First, we present simulation results for the system where

no utility optimization is applied, two senders concurrently

transmit (N=2), while packets are transmitted according to

the presentation order. Fig. 3(a,b) presents the related results

for the COOP and AFOST systems. For a relatively high

playback delay of ds=10 sec in Fig. 3(a), we observe that

AFOST performs considerably better than COOP. Different

application layer FEC code rate is needed for each system in

order to achieve the best performance while other tested code

rates provide worse performance. In this case AFOST com-

pensates with the higher code rate of RS(32, 10) the slightly
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increased BER. If the playback delay is even higher then the

performance of both systems would converge. For ds=2 sec

and frame rate of 30fps shown in Fig. 3(b), the performance of

the COOP system with orthogonal cooperative transmissions

is significantly inferior to AFOST. In the high SNR regime,

where the BER is reduced for both systems, the only choice is

to reduce the FEC rate but this is not enough since the data rate

of the communication link must be high in order to compensate

for the short ds. Only the RS(12, 10) code can provide some

improvement for COOP. Therefore, AFOST can support more

effectively this higher data rate and low-delay requirement of

multiple video streaming senders. Also note that when the

frame rate is increased to 60fps in Fig. 3(b), both systems

suffer due to the increased need for bandwidth but AFOST

still performs considerably better. Another interesting result is

that for the poor channel conditions, the COOP system is still

able to provide some meaningful aggregate utility contrary to

AFOST. The reason is that this system can reduce the BER

and it can provide at least some goodput to the application.

The results for four nodes (N=4) can be seen in Fig. 4.

We can observe here that generally the COOP system behaves

considerably worse than AFOST that achieves the best per-

formance for a FEC code rate RS(19, 10). The situation is

deteriorated for both systems when the startup delay ds is

shorter by nearly an order of magnitude and equal to 2 sec.

Still, the results are better for AFOST over COOP.

B. Results for Multiple Unicast Streams and Utility Optimiza-

tion

Fig. 5 presents results for the case that the utility opti-

mization framework we developed in Section VI was enabled.

Again, two concurrent senders are tested. With the proposed

utility optimization framework, the performance of the COOP

transmission mode is good only for the case of a more relaxed

startup delay requirement of ds=10 and 30 fps as Fig. 5(a)

indicates. AFOST is superior on all tested cases. In the case

of ds=2, the COOP system with RS(12, 10) is better than

AFOST for the same code rate, while the other FEC coding

rate options under-perform significantly. But for a different

FEC rate AFOST again outperforms COOP. From these first

results, and even for two senders, two conclusions can already

be made. First is that allocating the transmission rate and

prioritizing important video packets improves considerably the

video quality for AFOST, and second that utility optimization

is crucial even if concurrent interfering transmissions with

AFOST are not enabled and a standard orthogonal cooperative

PHY is used.

Very interesting results are obtained for N=4 and are shown

in Fig. 6(a,b). Although, COOP performs relatively good

(but still inferior to AFOST) for a high ds=10, for ds=2

it is nearly impossible to compete. The reason is that the

required transmission rate is very high for transmitting the

most important and high utility packets on-time. The most

important video units are larger in number of bits (I and P

frames) and so they require more bandwidth. So achieving

higher throughput at the PHY of the communication stack

is more critical as more nodes share the medium. At the
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COOP − Opt − N: 2 −RS(19,10) − fps: 30− d
s
: 10 sec

COOP − Opt − N: 2 −RS(23,10) − fps: 30− d
s
: 10 sec

COOP − Opt − N: 2 −RS(19,10) − fps: 60− d
s
: 10 sec

COOP − Opt − N: 2 −RS(23,10) − fps: 60− d
s
: 10 sec

AFOST − Opt − N: 2 −RS(19,10) − fps: 30− d
s
: 10 sec

AFOST − Opt − N: 2 −RS(23,10) − fps: 30− d
s
: 10 sec

AFOST − Opt − N: 2 −RS(19,10) − fps: 60− d
s
: 10 sec

AFOST − Opt − N: 2 −RS(23,10) − fps: 60− d
s
: 10 sec

(a) ds=10 seconds and 30/60 fps
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COOP − Opt − N: 2 −RS(12,10) − fps: 30− d
s
: 2 sec

COOP − Opt − N: 2 −RS(15,10) − fps: 30− d
s
: 2 sec

AFOST − Opt − N: 2 −RS(12,10) − fps: 30− d
s
: 2 sec

AFOST − Opt − N: 2 −RS(15,10) − fps: 30− d
s
: 2 sec

(b) ds=2 seconds and 30 fps

Fig. 5. Average utility vs. the channel SNR for 2 concurrently transmitting
senders and enabled utility optimization.

same time the aggregate utility is reaching significantly higher

absolute values of nearly 8 × 105 in the high SNR regime.

This behavior is attributed to the fact that the video units of

highest importance are sent for all the four interfering senders.

Furthermore, when we compare these results with the NoOpt

case, we see that Opt outperforms NoOpt for the case of four

interfering nodes. Therefore, the option to allow collisions to

occur between more than two nodes makes sense when video

transmission is jointly employed with a RD utility optimization

framework. Alternatively, when the COOP transmission mode

is selected, it is not so critical to employ Opt.

C. Results for Multiple Multicast Streams

For the case of multicast transmission we consider that each

one of the senders transmits an independent video stream to

all the other destinations and not just one. More specifically

in each experiment half of the senders transmit MOTHER &

DAUGHTER and half FOREMAN. This means for example

that when the utility is presented in the following figures each
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COOP − Opt − N: 4 −RS(12,10) − fps: 30− d
s
: 10 sec

COOP − Opt − N: 4 −RS(15,10) − fps: 30− d
s
: 10 sec

AFOST − Opt − N: 4 −RS(12,10) − fps: 30− d
s
: 10 sec

AFOST − Opt − N: 4 −RS(15,10) − fps: 30− d
s
: 10 sec

(a) ds=10 seconds and 30 fps
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COOP − Opt − N: 4 −RS(12,10) − fps: 30− d
s
: 2 sec

COOP − Opt − N: 4 −RS(15,10) − fps: 30− d
s
: 2 sec

COOP − Opt − N: 4 −RS(12,10) − fps: 30− d
s
: 4 sec

COOP − Opt − N: 4 −RS(15,10) − fps: 30− d
s
: 4 sec

AFOST − Opt − N: 4 −RS(12,10) − fps: 30− d
s
: 2 sec

AFOST − Opt − N: 4 −RS(15,10) − fps: 30− d
s
: 2 sec

AFOST − Opt − N: 4 −RS(12,10) − fps: 30− d
s
: 4 sec

AFOST − Opt − N: 4 −RS(15,10) − fps: 30− d
s
: 4 sec

(b) ds=2 and 4 seconds and 30 fps

Fig. 6. Average utility vs. the channel SNR for 4 concurrently transmitting
senders and enabled utility optimization.

destination collectively measures and averages the utility of all

the flows that are incoming towards it. The benefit we expect

to come is from the fact that no packet that is decoded at

the PHY is wasted since all the packets are locally useful for

video playback.

Results are shown for 2, 4, and 6 senders and the NoOpt

system in Fig. 7(a), while results for the Opt system are shown

in Fig. 7(b). We notice in both figures that the rate of increase

of the average utility of AFOST over COOP is higher as the

channel quality is improved when compared with the previous

experiments. This is the case for both Opt and NoOpt. The

reason is that when the channel is poor the number of video

packets that are not delivered to the application is increased

while in the case that the PHY performs better then more

PHY packets are successfully decoded simultaneously at all

destinations and so more video units are played back. This

result clarifies the main point we want to come across from the

multicast experiment. That is, the combination of the proposed

PHY and the utility optimization framework is more important
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COOP − NoOpt − N: 2 −RS(15,10)

COOP − NoOpt − N: 4 −RS(15,10)

COOP − NoOpt − N: 6 −RS(15,10)

AFOST − NoOpt − N: 2 −RS(15,10)

AFOST − NoOpt − N: 4 −RS(15,10)

AFOST − NoOpt − N: 6 −RS(15,10)

(a) Utility optimization disabled
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COOP − Opt − N: 2 −RS(14,10)

COOP − Opt − N: 4 −RS(14,10)

COOP − Opt − N: 6 −RS(14,10)

AFOST − Opt − N: 2 −RS(14,10)

AFOST − Opt − N: 4 −RS(14,10)

AFOST − Opt − N: 6 −RS(14,10)

(b) Utility optimization enabled

Fig. 7. Average utility vs. the channel SNR for multicast transmission of 2,
4, and 6 concurrently transmitting senders, ds=4 seconds and 30 fps.

to be used when the channel is good and not crucial when the

channel is worse when compared to the unicast scenario.

VIII. CONCLUSIONS

In this paper we presented an RD-based utility optimization

framework for video transmission in a wireless cooperative

network that allows interfering transmissions to occur as part

of the normal system operation. The first benefit from the

adoption of the new PHY was a simpler formulation of the

utility optimization problem. The second direct benefit was

that when multiple senders transmit concurrently, a higher

number of transmitted packets per unit of time can be re-

covered at the PHY. The performance results showed that

even though the interference of only two wireless packet

transmissions is optimal for increasing throughput, the utility

of multiple transmitted video sequences can be increased

even if more than two senders transmit concurrently. The

later result was also shown to be possible even if the utility

optimization framework is disabled and only the cooperative
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protocol that allows interference is used. If a delay constraint is

present, the previous result is emphasized even more since the

concurrent transmission naturally expedites the transmission of

a higher number of packets on-time. The results for multicast

video delivery demonstrated the need for channel adaptive

scheme since the performance of the proposed framework is

significantly improved for good channel conditions but when

the channel is poor interfering transmissions is not the best

choice. In our future plans we intend to focus first on the

development of such a channel adaptive medium access control

(MAC) protocol that reaps the full benefits of the proposed

scheme depending on the channel conditions, and second on

the combination of the proposed approach with more advanced

error protection algorithms for the video streams like UEP.
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