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Abstract—Panoramic virtual reality (VR) video (PVRV) is
becoming increasingly popular since it offers a true immer-
sive experience. However, the ultra-high resolution of PVRV
requires significant bandwidth and ultra-low latency for PVRV
streaming, something that makes challenging the extension of this
application to mobile networks. Besides bandwidth, the frequent
perspective viewport rendering induces a heavy computational
load on battery-constrained mobile devices. To attack these
problems jointly, this paper proposes a PVRV streaming system
that is designed for modern multi-connectivity-based (MC-based)
millimeter wave (mmWave) cellular networks in conjunction with
mobile edge computing (MEC). First, mmWave is deployed to
support the high bandwidth needs of PVRV streaming. Next,
the multiple mmWave links that tend to suffer from outages
are coupled with a sub-6 GHz link to ensure disruption-free
wireless communication. With the help of an MEC server,
the trade-off among link adaptation, transcoding-based chunk
quality adaptation and viewport rendering offloading is sought
to improve the wireless bandwidth utilization and mobile device’s
energy efficiency. Simulation results show that the proposed
scheme can improve the streaming performance in both energy
efficiency and the quality of received viewport over the state-of-
the-art schemes.

Index Terms—Panoramic VR video, millimeter wave mobile
networks, mobile edge transcoding, viewport rendering offload-
ing, link adaptation.

I. INTRODUCTION

In recent years, the convergence of advanced virtual reality
(VR) technologies and fast video processing hardware has
created a totally new media form, namely the immersive
panoramic (360-degree) VR video. Panoramic VR video
(PVRV) can provide a 360-degree view angle to obtain an
omni-directional viewport of the scene and consequently it is
particularly suitable for events like exhibitions, sports, concerts
and films [1].

A key feature of PVRV is the ultra-high spatial resolution.
This means that an extremely unprecedented amount of data
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is generated and must be delivered to a user. However, this
has not been a problem until now since even though PVRV
applications are rapidly increasing, most of the PVRVs are
watched offline (video is completely downloaded and viewed
locally by moving the viewport in real-time). At the same
time mobile displays are becoming better by the day and an
increasing number of people prefer to experience PVRV at
any time and any place [2]. Hence, similar to other types of
video, PVRV will have to be delivered over a network. In
addition, users today consume their media through wireless
mobile devices. Consequently, the combination of a very high
data rate demand by PVRV with a bandwidth-limited and
error-prone wireless channel is a recipe for poor quality-of-
experience (QoE) in PVRV delivery.

By looking at the problem of wireless PVRV streaming
we notice that it can be broken down to three fundamental
challenges. The first challenge is that the available bandwidth
for PVRV delivery over wireless networks is a limited resource
due to multi-user channel access. Ultra-high resolution PVRV
typically requires a bandwidth that is 4∼5× of what is used for
delivering a regular high-definition (HD) video [3]. Even cur-
rent state-of-the-art video coding standards like H.265/HEVC
can improve compression efficiency relative to the past, but
the data rate of PVRV after compression is still very high
for current wireless networks. For example, the data rate of
PVRV for an advanced experience is typically more than
350Mbps. Hence, when multiple PVRV applications compete
for one network, the data rate requirement for the network
will be up to several Gbps [4]. Even for a basic experience,
the data rate of PVRV for a single user can reach up to
20Mbps [4]. To cater for the high bandwidth demand of such
elephant flows, next generation wireless networks (5G) focus
on using spectrum resources that were unused in previous
communication standards.

The second major challenge is that PVRV applications
must perform a pixel-by-pixel computation of the viewport
rendering [5] on the mobile device or the head mounted
display (HMD). Fig. 1 illustrates in detail the process of
viewport rendering. A certain region of data in PVRV is
extracted (pixel position A), then transformed into a spherical
port (pixel position B), and finally projected to the viewport
plane (pixel position C). This operation requires pixel-by-pixel
position transform with matrix computations. Since these types
of devices are powered by batteries, this type of computation
consumes power from the mobile device that is unlike any
other form of video playback. Unfortunately battery capacity
is always a limited resource in mobile devices and so it is
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impossible to render a PVRV for an extended time period.
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Fig. 1. Illustration of viewport rendering.

A third problem is that intermediate processing for PVRV
playback increases latency, something that is considerably
different from the classic video streaming applications. To be
more precise, when PVRV is requested interactively by the
end-user, several intermediate communication and computing
processing operations are needed to provide the user with the
requested viewport, i.e., PVRV transmission over the network
(from source provider to user equipment), PVRV decoding,
and frequent viewport rendering on user equipment (UE) that
are caused by dynamic viewport changes. These operations are
finished with a significant computational cost that generates
an additional end-to-end latency. Generally, the transmission
of PVRV in full resolution can significantly contribute to
the end-to-end latency. Current immediate PVRV computing
operations can take as much as 6∼100 ms, and communication
delay (source provider to user equipment) can reach 10∼200
ms. Since HMD updates the viewport data very quickly,
typically with a frequency between 60Hz and 120Hz [6], HMD
requires an strict latency bound about 20ms for data input.
Thus, the increase of the end-to-end latency will degrade the
QoE of interactive PVRV playback significantly.

To deal with the above challenges, past research efforts were
on PVRV streaming schemes by looking at the problem both
from a compression and a networking perspective. However,
most of the approaches in the past aimed at wireline trans-
mission or offline viewing and they were not concerned with
wireless access which is a key part of modern networks.

At the same time that video communication technology is
moving forward with PVRV, wireless communication pushes
into the future with millimeter Wave (mmWave) systems. In
5G systems mmWave provides ultra-low latency and high
bandwidth [7]. However, the mmWave channel is prone to
outages since it requires line-of-sight (LOS), i.e., different
physical obstacles in the environment may break complete-
ly the link. To make up for the uncertainty of mmWave
communication, existing sub-6 GHz frequencies band can be
used as a backup for the mmWave band. A fast handover
architecture among mmWave and sub-6 GHz links has already
been successfully tested for UDP applications [8]. This dual
radio architecture is envisioned to be typical in 5G systems.
Naturally, mmWave can be used to transmit high bitrate PVRV
to meet the ultra-low delay requirement for viewport requests.
However, PVRV requires interactive playback of viewport.
This characteristic of PVRV emphasizes the importance of
a user-specific viewport region. In light of these advances a
problem can be easily described: how to adapt the unequally
important regions in PVRV to the unsteady mmWave network

for improving the streaming performance and user experience.
While mmWave communication is the future of wireless

access, the core wireline network is transformed by the
mobile-edge computing (MEC) paradigm that is emerging
as an efficient solution for content caching and in-network
computing at the edge of mobile network [9]. In our case it
offers a platform where we can investigate wireless PVRV
streaming: First, MEC can be deployed near the macro or
micro base-station (BS) as a cache server to push the PVRV
data close to the mobile user. Thus, the video transmission
delay can be reduced significantly. Second, MEC can reduce
the computational load on the mobile device by providing
computational resources to the UE. In this paper we propose
the tight coupling of MEC with the multi-connectivity (MC-
based) mmWave cellular network so as to enable and optimize
wireless PVRV streaming. The contributions of the paper
address one-by-one the previously mentioned challenges and
are described next.

First, we propose the use of an MC-based mmWave/sub-
6 GHz communication architecture as a basis for satisfying
the high bandwidth demand of PVRV streaming. By fully
exploiting the advantage of mmWave in terms of communi-
cation capacity, the sub-6 GHz frequencies band is used to
compensate for the problems of rapid channel disruptions in
the mmWave band. The proposed architecture is accompanied
by algorithms for importance-based mmWave link adaptation
with unequal-error protection and goodput-oriented sub-6 GHz
link adaptation. Their joint operation ensures that the PVRV
representation adapts smoothly to the fluctuating wireless
conditions.

The second contribution is that MEC functionality is de-
signed jointly with the PVRV streaming system so as to
reduce system latency and the UE’s energy consumption that
are incurred by the viewport data decoding and rendering.
More specifically we propose the use of an MEC server for
proactive PVRV content caching, real-time PVRV transcoding,
and finally low-latency and energy-efficient offloading of the
viewport rendering. A key feature is that our MEC-based
real-time PVRV transcoding considers region-based unequal
bitrate allocation of the locally cached data. This transcoding
offers the mmWave link uncompressed PVRV data that leads
to reduction of the intermediate processing latency. Energy
efficiency is accomplished because viewport rendering is se-
lectively offloaded to the MEC server to reduce the energy
consumption of the UE that is raised by the pixel-by-pixel
viewport rendering. To the best of our knowledge, no previous
research work has focused on improving energy-efficiency of
mobile devices, together with lowering the latency of PVRV
streaming.

Our third contribution is that we formulate a novel commu-
nication and computation resource allocation problem for the
MEC server and the UE. The problem is shown to be a multi-
objective combinational optimization problem, subject to the
viewing-delay constraint. More specifically, the transcoding
chunk quality, the modulation and channel coding schemes
(MCS) for different links, and the viewport rendering offload-
ing determination parameter are calculated to maximize the
viewport quality, while minimizing the energy consumption
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of the UE.
The rest of the paper is organized as follows. Section II

provides a detailed analysis of the related work. In Section
III, the system model of the proposed MEC-assisted PVRV
streaming scheme over MC-based mmWave network is pre-
sented. The problem formulation and our solution approach
are described in Section IV. Section V presents the simulation
results. Finally, Section VI concludes the paper.

II. RELATED WORK

A. PVRV Delivery

The spatial resolution of PVRV is considerably larger
than HD video. Consequently, the delivery of high-quality
PVRV to the mobile device is very challenging due to the
bandwidth-constrained network. To save bandwidth, one could
use high-efficiency compression techniques, e.g., H.264/AVC-
based PVRV coding [10], and H.265/HEVC-based PVRV
coding [11]. Since compression is closely related to data
representation, the studies in [12] and [13] have proposed
content-adaptive or viewport-centric-adaptive representations
that offer flexible delivery options. To facilitate interactive
viewport streaming, a tile-based/strip-based encoding scheme
was proposed in [14]. For interactive PVRV streaming, only
tiles within the field of view (FOV) are delivered to the
end-user. Considering dynamic FOV, a viewport-dependent
adaptive streaming system was proposed in [15] to reduce
the bandwidth requirements. By exploiting the advantages of
HTTP-based adaptive streaming, tiling-based PVRV streaming
over DASH was also proposed to optimize QoE [16][17][18].

The previous studies are aimed primarily at wireline PVRV
transmission or offline delivery with local viewing on the
device. Current PVRV delivery mechanisms lack an optimized
delivery that is tailored to wireless networks. Since mobile
network capacity is gradually growing, it can accommodate
multi-user PVRV traffic and lead to a new era of video commu-
nication. However, traditional mobile streaming schemes are
not very efficient for PVRV due to the high bitrate of PVRV.
Consequently, more sophisticated PVRV streaming schemes
have to be designed for emerging mobile wireless networks.

B. Video Communication over mmWave

Recent advances in mmWave wireless communication allow
for the support of high throughput applications. Prelimi-
nary results indicate that a high data-rate mmWave link can
communicate ultra-low delay and uncompressed video traffic
without problems [19]. However, one of the key challenges of
mmWave communication is channel dynamics: The channel
varies rapidly and the link maybe completely broken due to
non-LOS paths between the transmitter and the receiver. For
video traffic over mmWave, the authors in [20] proposed to use
a receiver buffer and data transmission scheduling for video
bitrate adaption that matches the channel. In another work [8],
an MC-based LTE-5G integrated architecture was proposed to
improve the reliability of mmWave communication but not for
video traffic. Classic techniques for low-delay video streaming
with unequal error protection were proposed in [21] but in
this case for a 60GHz mmWave link. Similarly, by adopting

network coding to enhance the packet transmission reliability,
the work in [45] confirmed the feasibility of streaming video
over cellular MC-based mmWave links.

Furthermore, two recent works have proposed the delivery
of virtual reality game videos over mmWave networks. To
cope with the problem of PVRV signal intermittence caused
by blockages, the authors in [22] proposed to add a mmWave
mirror device to relay the blocked signal, but they ignored the
signal blockage problem of the added mirror device. In [23],
the energy efficiency of a mmWave BS was optimized with
dynamic power allocation for PVRV transmission.

The previously mentioned techniques exploit to the fullest
mmWave communication for ordinary video traffic. However,
they are not directly applicable to PVRV streaming since
PVRV traffic has certain specific characteristics. Though the
recent works have tried to optimize PVRV applications over
mmWave networks, they were still focused on the mmWave
network optimization and were not concerned with the par-
ticular characteristics of PVRV traffic. It is still unclear how
PVRV streaming performance is related to the dynamics of
an MC-based mmWave channel, when it is affected by image
tiling and viewport changing.

C. Mobile Edge Computing

Modern mobile applications are sophisticated and usually
have a high computational load. This is unacceptable for a
power-limited mobile device. The rise of MEC makes up for
the inability of mobile devices to dedicate computing resources
for a protracted time period [24]. Mobile computation on the
UE can be partially transferred/offloaded to the MEC server.
Even though there have been studies on computational offload-
ing in mobile networks, they did not focus on the internals of
the communication system during computational offloading.
Within the communication subsystem, link adaptation and
video chunk quality selection can be jointly optimized with a
trade-off between communication and computational offload-
ing to further improve the system performance. Additionally,
when the MEC architecture is extended to PVRV streaming,
the system optimization problem needs to consider adaptive
viewport rendering offloading.

III. SYSTEM MODEL

The proposed PVRV streaming system consists of three
key elements: the content provider, the MEC server and the
MC-based mmWave/sub-6 GHz cellular network. We provide
a brief overview of the overall system functionality in the
first subsection. In the remaining subsections we discuss the
necessary mathematical models for transcoding, the wireless
links, and their impact on latency and energy. Then, the
resulting models are used in our optimization described in the
next section.

A. System Overview

The content provider is responsible for storing the PVRV
source content that is compressed. In the distribution network,
caching for frequently requested content is enabled at the
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Fig. 2. MEC-assisted PVRV streaming system over the MC-based mmWave
mobile networks.

MEC server [26] which is located at the edge of the radio
access network (RAN). When users within the coverage of the
RAN request interactively the viewport data from the content
provider, the requested data will be retrieved from the cache
of the MEC server. In this work we assume that all PVRVs
that the users request are available at the MEC server before
performing the proposed optimization, and only one bitrate
representation of a PVRV with the same quality for all tiles
is cached at the MEC server.

The PVRV that is at the MEC server is delivered through
the RAN that uses MC-based sub-6 GHz and mmWave links.
The end-user uses a UE that is a multi-radio device that
can simultaneously connect to the sub-6 GHz and mmWave
links. This architecture is illustrated in Fig. 2, where the MEC
platform is deployed near the sub-6 GHz BS in the RAN and
acts as an intermediate server. At the MEC server, a PVRV
transcoding module is in charge of the PVRV transrating for
adapting to the sub-6 GHz link dynamics and also provides
the uncompressed PVRV for the mmWave link. During the
interactive request of PVRV, the user’s viewport changes
rapidly. To avoid a large motion-to-photon latency in the
HMD, the full-resolution video is fetched at the HMD.

Regarding the cellular network, both the mmWave and sub-6
GHz bands are enabled. As shown in Fig. 2, the sub-6 GHz BS
is used as a master BS and the mmWave BSs is the secondary
BSs. The mmWave BS can communicate with the sub-6 GHz
BS through an X2 link. The transmitted data packets over
the sub-6 GHz and mmWave links converge at the integrated
packet data control protocol (PDCP) layer in the user plane.
The mmWave link with the maximal signal interference to
noise ratio (SINR) is selected among all the available that
are not in outage. Alternatively, when none of the available
mmWave links can satisfy the transmission requirements, the
sub-6 GHz link is used as a backup.

In this work we also exploit the radio network information
service (RNIS) that is available for authorized mobile edge
applications. RNIS can collect not only the radio network
information but also the context information regarding UEs
connected to the radio nodes that associated with the mobile

edge host [25]. In our system with the help of RNIS, the
MEC server estimates periodically the wireless sub-6 GHz
link quality, and collects the device power information and
the viewport information for a given UE. On the other hand
the mmWave downlink quality is estimated from the uplink
sounding reference signals that are periodically broadcasted
from the UE over the whole angular space.

Based on the collected link quality information and user’s
viewport information, the MEC server first performs link
selection and then executes link adaptation and viewport
rendering offloading optimization for the selected link. In
the optimization, the PVRV quality, wireless link adaptation
and computational resources on the MEC server are jointly
selected under the given latency limitation. For wireless link
adaptation, a goodput-oriented MCS selection for the sub-6
GHz link and an importance-based MCS selection for the
mmWave link are performed to optimize the overall wireless
transmission performance.

After that, the information of the selected link and the
optimization result will be sent to the UE. The UE will make
the specific request to the appropriate BS for the correct
chunk quality depending on the optimization result. Finally,
the MEC server will configure the actual communication and
computation subsystems to satisfy the user’s request.

B. Mobile Edge Transcoding

To provide the appropriate data representations for different
links, a real-time transcoding module is designed, as shown
in Fig. 3. Originally, PVRV is encoded with spatial tile
partitioning to facilitate viewport cropping. The stream of
each tile is then segmented into chunks temporally. During
transcoding, a chunk from the original PVRV stream is first
decoded into uncompressed video that includes the viewport-
covered tiles and the non-viewport tiles. Based on the periodic
feedback of the available channel goodput, the appropriate
quantization parameters (QPs) are selected in terms of the rate-
quantization relationship [27], and then used to re-encode the
viewport tiles and non-viewport tiles. Uncompressed PVRV
data including viewport data are transmitted over the high-
speed mmWave link, while compressed PVRV data including
the viewport data are transmitted over the sub-6 GHz link
when all the mmWave links are in outage.

After transcoding, two candidate PVRV representations are
available to be transmitted over the sub-6 GHz link, as shown
in (A) and (B) in Fig. 3. For the full-resolution video to be
delivered over the sub-6 GHz link, the tiles within the viewport
region may be transcoded into a higher-quality viewport
stream on the MEC server. The remaining tiles outside the
viewport will be allocated with a lower quality and will be
used as standby tiles. When the viewport data cannot keep
pace with the fast viewport changes, the standby tiles with a
lower quality are projected to the necessary viewport at the
mobile device for smoothing viewport transition. Thus, the
data of the rendered higher-quality viewport, together with
the remaining lower-quality standby tiles constitute the full-
resolution video ((B) in Fig. 3) that will be delivered to the
UE. Besides viewport rendering on the MEC server, another
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Fig. 3. The proposed MC-based mobile edge transcoding framework supports different wireless transmission links.

candidate PVRV representation renders the viewport locally on
the mobile device. In this case, the tiles within the viewport
are compressed in an appropriate quality and together with the
compressed standby tile data ((A) in Fig. 3) are delivered to the
UE. The output data stream from the transcoder is segmented
into a series of chunks with a duration of one group of pictures
(GOP) that consists of four frames. This relatively short chunk
allows us to trade-off PVRV compression performance and
data synchronization efficiency at the HMD.

Regarding the viewport quality it is controlled by the
transcoding bitrate that depends on the selected QP. To for-
mally capture the above, we use qo to denote the quality of the
original bitrate representation of PVRV that is already cached
at the MEC server, and the vector πtrs

i , i = 1, ..., N trs denotes
the set of transcoded bitrate representations of PVRV, where
N trs is the number of the transcoded bitrate representations.
The quality set for the tiled chunks after transcoding is denoted
as Qtrs = qi(π

trs
i ), i = 1, ..., N trs , where q1(π

trs
1 ) is the

highest quality and qNtrs(πtrs
Ntrs) is the lowest quality.

For the mmWave link, there are also two candidate data
representations for transmission, as shown in (C) and (D) in
Fig. 3. One is the uncompressed full-resolution PVRV ((D)
in Fig. 3). In this case viewport rendering will be performed
locally at the mobile device. Another data representation is a
rendered viewport plus the uncompressed standby tiles ((C) in
Fig. 3). For this representation, the viewport is rendered on the
MEC server. Obviously, the quality of the viewport and the
quality of the uncompressed standby tiles are both determined
by quality qo.

C. Communication Model

The sub-6 GHz and mmWave link work in a time-division
multiplexing mode. Next we describe their operation in detail.

1) MC-based mmWave communication: For the mmWave
link, its quality is tracked in real-time to calculate the probabil-
ity of link intermittence. By predicting the availability of each
mmWave link, we schedule the time slots to different links
through a coordinator that is located at the sub-6 GHz BS. The
metric used for selecting the mmWave link is the instantaneous
SINR from the BS to the UE. Each UE broadcasts directionally
uplink sounding reference signals to the mmWave BS. The
uplink sounding reference signal is then used to estimate the
mmWave downlink channel quality. The mmWave BS also
needs to align its beam direction with the UE to find the
best transmission direction. The corresponding SINR for the
best alignment is recorded and sent to the coordinator. The
coordinator reports the optimal transmission direction and the
SINR value of the mmWave link to the UE via the sub-6 GHz
link. If all the mmWave BSs cannot receive synch or reference
signals from the UE or the SINR values of all the mmWave
links cannot meet the desired transmission requirement, the
sub-6 GHz link will be used to transmit the application data.

To model the previous communication system, we denote
with γb the LOS (line-of-sight) baseline SINR value. If the
SINR value of the mmWave link is less than γb + ∆, then
mmWave is considered to be in the NLOS (non-line-of-sight)
state (that the mmWave link may be blocked). ∆ is a scaling
factor that accounts for the SINR decrease in the blocking
state compared to the un-blocked state [8]. Also γ1, γ2, . . . , γn
indicate the SINR values of the 1, 2, ..., n mmWave links. Link
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switching is illustrated in Fig. 4. In Fig. 4, we assume that n
mmWave bands and one sub-6 GHz band are available for
communication, and c1, ..., cn, υ1, ..., υn, τ1, ..., τn, c′ and c′′

are a series of transition conditions for different communica-
tion states. When the transition conditions are satisfied, the
communication link will be switched to the next mmWave
communication link.
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Fig. 4. Scheduling of MC-based mmWave and sub-6 GHz links. Green circles
indicate the mmWave band communication states and pink circle indicates the
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2) Goodput-oriented sub-6 GHz link adaptation: The ex-
pected effective goodput for a wireless link is defined as the
ratio of the expected delivered data payload to the transmission
time. Clearly, depending on the data payload length and the
wireless channel conditions, the expected effective goodput
varies with different transmission strategies. The more robust
the transmission strategy, the more likely the data will be deliv-
ered successfully with fewer retransmissions. The key idea of
goodput-oriented link adaptation is to select the most suitable
transmission strategy for the current channel conditions.

In this work, Release 12 of Long Term Evolution-Advanced
(LTE-A) [28] is considered as the sub-6 GHz communication
system. In the LTE downlink, the available goodput for trans-
mitting video chunks depends primarily on the link quality,
the selected MCS mode and the number of the allocated
resource blocks (RB). Typically, the number of available RBs
is estimated based on the ratio of user’s minimum data rate re-
quirement to the channel gain [29]. Consequently, the achieved
goodput for a given user depends on the link quality and the

selected MCS mode once the number of RBs is determined.
To estimate the goodput Gsub−6GHz(m) for the sub-6 GHz
link, the mutual information effective SINR mapping Ψ(m) is
utilized to measure the downlink quality as [30]

Ψ(m) = υ(m)[Υ−1(
1

S

S∑
i=1

Υ(

√
φi

υ(m)
))]2, (1)

where S is the number of allocated subcarriers, φi is the SINR
value at the ith subcarrier, and υ(m) is the calibration factor
for MCS mode m. The mutual information functions Υ(·) and
Υ−1(·) are defined as (9) and (10) in [30]. Based on Ψ(m),
the Block Error Rate (BLER) θ(Ψ(m)) is estimated as

θ(Ψ(m)) =
1

2
erfc(

Ψ(m)− b(m)√
2c(m)

), (2)

where erfc(·) is the complementary error function, b(m)
and c(m) are the “transition center” and “transition width”,
respectively.

Due to the truncated automatic repeat request (ARQ) mech-
anism, RBs that are received in error during the original
transmission might be retransmitted up to a maximum of Nr

times. In the LTE system, Chase Combining (CC) and Incre-
mental Redundancy (IR) can be used for data retransmission.
In this work, we assume that chase combining with reduced
half size retransmission is used [31] and each retransmission
uses the same MCS mode with the original transmission, thus
ε(m) = θ(Ψ(m)) and the average number of transmissions
per RB can be calculated as:

N̄(ε(m), Nr) =

Nr∑
i=1

i · (1−εi(m)) ·
i−1∏
j=0

(εj(m)) + 1 (3)

The information bits contained in each symbol is r(m) = Rc ·
log2(Hm), where Rc is the forward error correction code rate
and Hm refers to a Hm-QAM constellation for MCS mode
m. Usually, each RB contains 7 OFDM symbols in the time
domain and 12 subcarriers in the frequency domain. Therefore,
the information bits carried per RB for an MCS mode m is
ℓ(m,Nr) = 12·7·r(m). When truncated ARQ is adopted, each
RB is transmitted N̄(ε(m), Nr) times on average. Assuming
that the total number of RBs Bnum is allocated for delivering
one video chunk and that all the RBs adopt the same MCS
mode, the achieved goodput of the sub-6 GHz link is

Gsub-6GHz(m)

=

Nr∑
i=1

[ 12i · ℓ(m,Nr) ·Bnum · (1−εi(m)) ·
i−1∏
j=0

(εj(m))]

N̄(ε(m), Nr)

+
ℓ(m,Nr) ·Bnum

N̄(ε(m), Nr)
(4)

3) Importance-based mmWave link adaptation: For un-
compressed PVRV the tiles have different importance levels
to satisfy the demand of transient viewport viewing [32].
The tiles within the viewport at the precise time instant of
PVRV viewing are more important than the remaining tiles
outside the viewport. With bit-interleaving, the RGB data of
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the uncompressed PVRV are further grouped into the most
significant bits (MSBs) and least significant bits (LSBs) for
transmission.

At the physical layer of the mmWave link the MCS can be
configured to provide different error-resilience and transmis-
sion capacities. Hence, we propose an importance-based MCS
adaptation scheme by considering the different importance
levels of the bit data in different tiles of the image. Note that a
mmWave link in 5G adopts different protocol design from an
LTE-A system. To capture the characteristics of the mmWave
link more accurately we adopt a different link abstraction
from the sub-6 GHz link. In one mmWave transmission slot,
the transmission block (TB) is composed of several coding
blocks. Thus the error rate of the coding blocks directly
affects the quality of the received video. Based on the mean
mutual information per coded bit (MMIB), the BLER for each
codeblock (CB) can be modeled with a Gaussian cumulative
model similarly to (2),

CBLER, i(xi) =
1

2
erfc(

xi − bCsize,m√
2cCsize,m

), (5)

where CBLER, i(xi) is the BLER at xi and xi is the MMIB
for the ith CB with MCS mode m in one TB. Parameters
bCsize,m and cCsize,m are the mean and standard deviation of
the Gaussian distribution [33][44]. Then, the BLER for one
TB that contains I CBs is

TBLER = 1−
∏I

i=1
(1− CBLER,i(xi)). (6)

To control the BLER of different tiles of the image, the
appropriate MCS is selected for each TB in term of its level of
importance. Assume that the MCS are ranked in an ascending
order. Hence, larger MCS can provide higher transmission rate
with lower protection strength and fewer redundancy bits. In
the proposed scheme, according to the viewport requesting
information, the viewport tiles and non-viewport tiles are
first identified on the MEC server. As shown in Fig. 5, bit-
interleaving will generate different TBs with four importance
levels. We sort these levels in a decreasing order as: MSBs of
the viewport tiles (MSBV), LSBs of the viewport tiles (LSBV),
MSBs of the standby tiles (MSBS), and LSBs of the standby
tiles (LSBS). The sequentially decreasing MCSs are selected
accordingly for the TBs. Assume that MCS mmv is selected
for a TB that belongs to a MSBV and mmax denotes the
maximal MCS index in the candidate MCS set. The intervals
between mmv and the MCSs of LSBV, MSBS, and LSBS are
∆1, ∆2, and ∆3, respectively. In this paper, after performing
extensive tests in a 5G mmWave simulation module [33][44],
we empirically set ∆1 = 1, ∆2 = 3, and ∆3 = 5. Thus, the
MCS m for one TB is selected as

m =


mmv, if the TB belongs to MSBV
min(mmax,mmv +∆1), if the TB belongs to LSBV
min(mmax,mmv +∆2), if the TB belongs to MSBS
min(mmax,mmv +∆3), if the TB belongs to LSBS

(7)
The size Tsize of one TB with an associated MCS m

can be obtained based on the total number of subcarriers
per RB (derived from the customized configuration of each
user), the number of symbols per slot, and the number of

R1 G1 B1 RN GN BN R1 G1 B1 RN GN BN

R1 R1 G1 G1 B1 B1 RN RN GN GN BN BN

MSBn LSBn
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viewport tile

LSBs of 

viewport tile

MSBs of 

standby tile

LSBs of 

standby tile

MCS ( )
mv
m MCS ( 1)

mv
m MCS ( 2)

mv
m MCS ( 3)

mv
m

Viewport 
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Standby

tiles

MSBs: LSBs:

Bit-interleaving

Tile bit-

interleaving

MCS adaptation

Fig. 5. The importance-based link adaptation. The red solid line arrow
indicates the bit-interleaving processing, the purple dot line arrow indicates
the tile bit-interleaving processing and the black dash line arrow indicates the
importance-based MCS adaptation.

reference symbols per slot [33][44]. In a practical environment,
the mmWave MIMO channel may suffer from poor spatial
diversity that results in lower capacity due to the deficiency of
parallel information paths. The recent work in [46] confirmed
that with molecular absorption, the MIMO capacity increases
linearly as the number of antennas increases. Consequently,
when no retransmission scheme is used (for low-latency), the
transmission goodput GmmW (m) for one TB over a K ×K
MIMO mmWave channel is calculated as

GmmW (m) = (1−TBLER) · 1000 ·Tsize · (λf ·K+ bf ), (8)

where λf and bf are two parameters for fitting the linear
relationship between the MIMO capacity and the number of
antennas K at mmWave frequency f . In this paper, we adopt
λf = 0.184 and bf = 0.816 (In terms of Fig. 7 in [46]) for a
73GHz mmWave MIMO channel.

D. Latency and Energy Model

The perspective viewport can be rendered on the MEC serv-
er or locally on the mobile device. These approaches will result
in different energy consumption and transmission latency that
must be carefully analyzed. For simplifying notation, we use
the term ql to denote the quality representation ql(πl). The
notation for the other quality representations are also similarly
simplified in the remaining of this paper. For ease of reference,
all the notations introduced in this subsection are listed in
Table I.

1) Local viewport rendering for the sub-6 GHz band: In
this case, the delivered data representation corresponds to case
(A) in Fig. 3. For a session that starts from the request of
the viewport until its rendering, there are typically several
necessary data-processing steps: first transcoding the original
chunk on the MEC server, then transmitting the transcoded
chunk from the MEC server to the UE, decoding the received
chunk and also rendering the viewport on the mobile device.
Recall our assumption that all the requested PVRV tiles have
already previously been cached at the MEC server which
means that the data delivery latency from source provider to
the MEC server should not be included in the overall latency.
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TABLE I
NOTATIONS IN SUBSECTION D OF SECTION III

Notation Definition/explanation
tc The playback duration time (seconds) for one chunk

bl(ql)
The bitrate of viewport tiles in one transcoded chunk with
quality ql ∈ Qtrs for local viewport rendering

bl(qo)
The bitrate of one original (before transcoding) full-
resolution video chunk with quality qo for local viewport
rendering

b(∆ql)
The bitrate of the standby tiles in one transcoded chunk
with quality ∆ql ∈ Qtrs for local viewport rendering

bf (qo)
The bitrate of one original (before transcoding) full-
resolution video chunk with quality qo for mobile edge
viewport rendering

b(∆qf )
The bitrate of the standby tiles for one transcoded chunk
with quality ∆qf ∈ Qtrs for mobile edge viewport
rendering

brf (qf )
The bitrate of viewport data in one transcoded chunk with
quality qf ∈ Qtrs for mobile edge viewport rendering

xo
v(qo)

The viewport tile data volume in tc after decoding the
original data

xo
s(qo)

The standby tile data volume in tc after decoding the
original data

xo
r(qo)

The data volume of the rendered viewport in tc after
decoding the original data

vdel The PVRV decoding speed on the mobile device
vdef The PVRV decoding speed on the MEC server
venf The PVRV encoding speed on the MEC server

bzf
The computed data volume in one CPU cycle on the MEC
server

bzl
The computed data volume (given in bits) in one CPU
cycle on the mobile device

zl
The computation capability (cycles/second) of mobile
device CPU

zf
The computation capability (cycles/second) of MEC
server CPU

Assume that the computation task dl(bl(ql)·tc) for rendering
the viewport for a chunk on the mobile device requires bl(ql)·tc

bzl
CPU cycles. To finish this task, the UE needs to request the
full-resolution chunk data of [bl(ql)+b(∆ql)] · tc bits from the
MEC server, where bl(ql)·tc and b(∆ql)·tc are the numbers of
bits of viewport and standby tiles, respectively. Transmitting
the requested chunk over the sub-6 GHz link from the MEC
server to UE requires [bl(ql)+b(∆ql)]·tc

Gsub-6GHz(m) seconds. For preparing
the requested data of a chunk, transcoding on the MEC
server will be dedicated to two tasks: the original PVRV data
decoding that requires time bl(qo)·tc

vde
f

and the PVRV data re-

encoding that consumes time equal to [bl(ql)+b(∆ql)]·tc
ven
f

. On the
mobile device, decoding the received viewport data requires
bl(ql)·tc

vde
l

seconds and the viewport rendering is then finished

in bl(ql)·tc
zl·bzl seconds. The standby tile data will be decoded on

the mobile device only when it is used for rendering a new
viewport. Consequently, the decoding time for standby tiles
does not have to be included in the latency computation for
a viewport requesting session. Thus, the overall latency from
time the chunk is requested to the display of the viewport is
written as

tl =
[bl(ql) + b(∆ql)] · tc

Gsub-6GHz(m)
+

bl(qo) · tc
vdef

+
[bl(ql) + b(∆ql)] · tc

venf
+

bl(ql) · tc
vdel

+
bl(ql) · tc
zl · bzl

(9)

Regarding energy, the first component of the required energy
is spent on data reception. The energy for receiving data

volume [bl(ql) + b(∆ql)] · tc in the UE is computed as [34]

erev([bl(ql)+ b(∆ql)] · tc) =
[bl(ql) + b(∆ql)] · tc · Pb

brev
, (10)

where Pb denotes the basic circuit power in one second and
brev is the receiving data rate for the UE. Similarly, the PVRV
viewport tile data decoding on the mobile device will also
consume energy and that is computed as [35]

ede(bl(ql) · tc) = µ2E0, (11)

where µ is the frequency scaling factor that is related to the
number of decoder data bits bl(ql) · tc, and E0 is the energy
that is consumed for a task without any frequency scaling.

Besides the above task, the viewport rendering will also
consume energy and it is calculated as ξ · bl(ql)·tc

zl·bzl , where ξ
(joules/second) denotes the consumed energy in one second
within the CPU computation capability zl. Therefore, the total
energy that is consumed for local viewport rendering on a
mobile device is calculated as

el =erev([bl(ql) + b(∆ql)] · tc) + ede(bl(ql) · tc)

+ ξ · bl(ql) · tc
zl · bzl

(12)

2) Mobile edge viewport rendering for the sub-6 GHz band:
When the viewport rendering is finished on the MEC server,
decoding the original chunk data and re-encoding the viewport
data and the standby tiles are also needed. This specific
transcoding route corresponds to part (B) in Fig. 3.

Now let us assume the original data representation of PVRV
with bitrate bf (qo) is used for transcoding. The PVRV decod-
ing on the MEC server requires bf (qo)·tc

vde
f

seconds. Next, task
df (b

r
f (qf ) · tc) that is responsible for rendering the viewport

on the MEC server needs
brf (qf )·tc

bzf
CPU cycles and it will take

brf (qf )·tc
zf ·bzf seconds. Furthermore, depending on the processing

power of the MEC server, encoding the rendered viewport
and also the standby tiles will take

[brf (qf )+b(∆qf )]·tc
ven
f

seconds.
Finally, decoding the viewport data on the mobile device will
require

brf (qf )·tc
vde
l

seconds. Thus, adding the transmission time
the total time for requesting a viewport with mobile edge
viewport rendering is

tf =
bf (qo) · tc

vdef
+

brf (qf ) · tc
zf · bzf

+
[brf (qf ) + b(∆qf )] · tc

venf
+

brf (qf ) · tc
vdel

+
[brf (qf ) + b(∆qf )] · tc

Gsub-6GHz(m)

(13)

Now at the mobile device, for the case of a sub-6 GHz link
only two computational tasks are needed in a session with
mobile edge viewport rendering. The first corresponds to the
reception of [brf (qf ) + b(∆qf )] · tc bits which is negligible in
time and consumes energy of erev([brf (qf )+b(∆qf )]·tc) joules
(it is computed similar to (10)). The other task corresponds
to the decoding of the viewport data bits brf (qf ) · tc and the
resulting energy consumption ede(b

r
f (qf )·tc) can be computed
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similar to (11). Hence, the energy that is consumed on the
mobile device is

ef = erev([b
r
f (qf ) + b(∆qf )] · tc) + ede(b

r
f (qf ) · tc) (14)

3) Local viewport rendering for the mmWave band: Recall
that the goodput estimate of the mmWave link is GmmW (m).
Unlike the case of sub-6 GHz link, uncompressed viewport
video data are transmitted over the mmWave link. The data
preparation follows path (D) in Fig. 3. The needed tasks in
a viewport requesting session include decoding the original
data representation on the MEC server, transmitting the un-
compressed PVRV data over the mmWave band, and rendering
the viewport on the mobile device.

Before the data transmission, decoding bf (qo) · tc bits to
obtain the uncompressed xo

v(qo) + xo
s(qo) bits on the MEC

server requires bf (qo)·tc
vde
f

seconds. At the mobile device, the

local viewport rendering will consume xo
v(qo)
zl·bzl seconds. So the

overall latency is

tl =
xo
v(qo) + xo

s(qo)

GmmW (m)
+

bf (qo) · tc
vdef

+
xo
v(qo)

zl · bzl
(15)

In the case of local viewport rendering the energy model for
the mmWave band is similar to that for sub-6 GHz band. Since
uncompressed data are delivered over the mmWave band, no
decoding is necessary on the mobile device. The energy is
then equal to

el = erev(x
o
v(qo) + xo

s(qo)) + ξ · x
o
v(qo)

zl · bzl
(16)

4) Mobile edge viewport rendering for mmWave band:
According to (C) in Fig. 3, with the mobile edge viewport
rendering for the mmWave band, the necessary computation
tasks on the MEC server include decoding the original data
and rendering the viewport. The only one task on the mobile
device is to receive the PVRV data when the viewport that
is rendered on the MEC server perfectly matches the one
the user requests. Usually, this task is completed in a very
short and negligible time. Together with the time for data
communication, the overall latency for requesting a viewport
is

tf =
bf (qo) · tc

vdef
+

xo
r(qo) + xo

s(qo)

GmmW (m)
+

xo
v(qo)

zf · bzf
(17)

Since only the task for receiving data is necessary on the
mobile device, the required energy is

ef = erev(x
o
r(qo) + xo

s(qo)) (18)

A note regarding user requests. It is important to stress
that in this work, we estimate in advance the PVRV system
latency and the UE energy consumption under different system
parameter configurations. The computations are based on the
assumption that the already delivered viewport match the one
the user requests. In practical PVRV streaming, the already
delivered viewport does not always match that the user re-
quests. In such cases, the low quality standby tiles are used
for rendering the necessary viewport on the mobile device.
Since these cases are very hard to predict we do not consider
them at the cost of missing minor potential performance
improvements.

IV. PROBLEM OPTIMIZATION AND SOLUTION

With the proposed system model we desire to find a trade-
off between the quality of the received PVRV viewport and
the energy cost at the UE. To simplify this problem, the best
way is to break the system optimization into two stages. The
first stage consists of choosing the appropriate link for PVRV
transmission. Then link scheduling is executed as described
in the subsection C of Section III. In the second stage, link
adaptation is jointly optimized with the adaptive offloading of
the viewport rendering.

In the proposed scheme, the decision to offload the viewport
rendering or not depends on the trade-off between the energy
consumption and the corresponding transmission latency. Dur-
ing PVRV streaming, the viewport is dynamically moved so
that the system latency is constrained to one threshold value
denoted by Tmax. Current literature review [13] suggests that
the viewport response latency should be less than 10ms when
the HMD refresh rate is up to 120 Hz. In such a case, it
requires PVRV to be captured with 120 frames per second
(fps). However, current PVRV applications in mobile devices
use 30 fps as the input data rate of the HMD to seek an
early-stage immersive experience [4]. For these cases, Tmax is
approximately 35ms. Also in this case since low-quality tiles
outside the viewport are always delivered to the UE, the UE
can play the viewport video smoothly.

At the physical layer the MCS is adaptively tuned to cater
for the chunk quality selection in the sub-6 GHz band or
the unequal tile protection in the mmWave band. Hence,
two optimization objectives need to be satisfied at the same
time. The first is to maximize the quality of the chunk that
is delivered, and the second to minimize the energy cost
of the mobile device for rendering the chunk. For the first
objective, since chunk quality is a discrete value that is usually
greater than zero, maximizing q can be transformed to a
minimization of 1

q . By using multiple-objective combinational
optimization theory [36], the above optimization problem can
be formulated as a two objective problem: O1 for minimizing
the energy consumption and O2 for maximizing the quality of
the received viewport,

O1 : min
{m,q,η}

{η · el + (1− η) · ef}

s.t. η · tl + (1− η) · tf < Tmax

m = η ·ml + (1− η) ·mf

q = η · ql + (1− η) · qf
ml ∈ M,mf ∈ M, ql ∈ Q, qf ∈ Q, η ∈ {0, 1}

O2 : min
1

q

s.t. η · tl + (1− η) · tf < Tmax

q = η · ql + (1− η) · qf
ql ∈ Q, qf ∈ Q, η ∈ {0, 1}

(19)

In the above the notation M = Ms corresponds to sub-6 GHz
communication and M = Mmm to mmWave communication.
Ms and Mmm are the candidate MCS sets for sub-6 GHz
and mmWave bands, respectively. ml and mf are the MCS
modes for cases of local and mobile edge viewport rendering,
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respectively. In this optimization, we assume that the MCS
does not change during the transmission of one chunk and
thus the MCS selection is synchronized with chunk selection.

In (19), ql and qf are the chunk qualities of the viewport tiles
that are selected for local and mobile edge viewport rendering,
respectively. To reduce the variables in the solution vector,
we assume that the chunk quality of the non-viewport tiles
is ∆ql = ϑl · ql with ∆ql ∈ Q for local viewport rendering,
and ∆qf = ϑf · qf with ∆qf ∈ Q for mobile edge viewport
rendering. ϑl and ϑf are the scaling factors between viewport
quality and non-viewport quality for local and mobile edge
viewport rendering, respectively. Similarly, Q = {qo} for
mmWave band and Q = Qtrs for sub-6 GHz band. η is a
binary variable that indicates viewport rendering offloading or
not. When zero, the viewport rendering is offloaded to the
MEC server, otherwise the viewport is rendered locally at the
mobile device.

The formulation (19) allows to optimally select for each
chunk the quality q, the link MCS m, and whether viewport
rendering will be offloaded or not with η. In this formulation
we notice the multiple objectives and the discrete combination-
al decisions. Hence, (19) is a constrained multiple objective
problem and is NP-hard. For this class of problems, near-
optimal solutions (Pareto-optimal solutions [36]) can be found
within a bounded amount of time. Genetic algorithms (GA)
are a popular meta-heuristic that is particularly well-suited for
this type of problems. Due to the computationally fast and
elitism strategy in GAs, the non-dominated sorting GA (NSGA
II) [37] promises better performance than other GAs. Hence,
we use NSGA II to solve the problem in (19). In (19), the
vector of variables (m, q, η) is considered as an individual
that symbolizes a candidate solution, and the constraints can
be used to determine whether the candidate solution is feasible.

Algorithm 1 GA for PVRV transmission optimization
Require: Ngen, O1(X ), O2(X ), X = (m, q, η)
Ensure: The optimal solution Xopt

1: Generate the initial parent population U0;
2: Evaluate the objective functions for each individuals in U0

to obtain O1(Xi) and O2(Xi) from i=1 to N;
3: Perform the binary tournament, crossover and mutation

operators to create the offspring population V0 of size N;
4: for i < Ngen do
5: Fast non-dominated-sorting for the combined popula-

tion of the parent and offspring Ri = Ui ∪ Vi of size
2N;

6: Crowding distance sorting;
7: Perform selection operation to obtain Ui+1 of size N

by crowded-comparison operator;
8: Perform crossover and mutation operation to generate

Vi+1 of size N;
9: i = i+ 1;

10: end for

The proposed optimization scheme is performed in real-
time for each chunk and the optimization is executed once
during the chunk playback. The GA for the transmission
optimization of each chunk is shown in Algorithm 1. Ini-

tially, the number of population generations Ngen and the
objective functions are initialized. In the following steps, the
initial parent population that includes N individuals (namely
X1,X2, ...Xi, ...,XN) is generated. After computing the fitness
(objective function) values for all the individuals in the initial
population, the binary tournament, crossover, and mutation are
executed sequentially on the initial population to create the
offspring population. In the next step, the combinational ith-
generation population Ri = Ui∪Vi of size 2N is obtained. The
operations of non-dominated sorting and crowding-distance
sorting are executed on the set Ri. The next generation
populations Ui+1 and Vi+1 are then obtained by the crowded-
comparison operator, crossover and mutation, respectively. The
procedure for generating Vi+1 will be recursively executed
until i = Ngen. Finally, the optimal solution will be selected
from the population of the last generation.

V. SIMULATION AND EVALUATION

Ns-3 was used to simulate the MC-based mmWave com-
munication scheme [8]. The different layers of the LTE and
mmWave protocol stacks were extended from their respective
counterparts of the ns-3 LTE module and mmWave stacks [33]
and they were modified to create the dual-radio framework
[44]. A UDP-like streaming service for the PVRV packets over
the MC-based mmWave framework was also implemented.
According to the user’s head motion recordings for requesting
the PVRV tiles, the data packets of tiled chunks were delivered
over the MC-based mmWave framework. During the simula-
tion, the streaming trace data were recorded. The simulation
trace data were finally used to reconstruct the PVRV playback
for evaluating the viewport quality, the latency and the energy
performances.

We also implemented the real-time PVRV transcoding mod-
ule by using the high efficiency video coding (HEVC) model.
The MEC server in Fig. 2 was modeled by assuming one
cache server in which the viewport rendering and transcod-
ing modules were implemented. Table II shows the detailed
simulation parameters that were used for the proposed PVRV
streaming system. The link qualities in terms of SINR values
were collected under different urban environments where the
buildings were randomly deployed affecting thus considerably
channel dynamics in the mmWave band [8]. One example of
the simulated deployments of the city buildings is shown in
Fig. 6. There are two buildings and each of them is 15 meters
high. Three mmWave BSs are located at coordinates BS1 =
(25, 75), BS2 = (110, 125) and BS3 = (200, 75), at a height
of 10 meters. The sub-6 GHz BS is co-located with mmWave
BS2. In the simulation, one UE moved from (0, 25) to (200,
25) along the x-axis with a speed of 5 meter per second.

Regarding the content, several PVRV datasets [38] [39]
[40] [41] are available with realistic head movement traces
for exploring user viewing behavior patterns in PVRV ap-
plications. Unfortunately, these PVRV datasets provided the
compressed formats, but not the original YUV data. Conse-
quently, the computation of the peak signal to noise ratio of the
viewport (VPSNR) for these PVRVs is infeasible since they
lack the original signal needed for reference. Consequently,
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Fig. 6. One example of the simulated urban environments. The grey rectangles
indicate buildings.

TABLE II
SIMULATION PARAMETERS

Qtrs {2Mbps, 6Mbps, 10Mbps, 15Mbps,
20Mbps, 25Mbps, 30Mbps, 36Mbps}

Ms Follow those in [30]
Mmm Follow those in [33][44]
bzf 500Mb
bzl 5Mb
zf 1000GHz
zl 0.5GHz
tc 0.133s
venf 3Gbps
vdef 30Gbps
vdel 300Mbps
ξ 0.8 Joules/second
Pb 10Watt [34]
µ 0.5
E0 1.06Watt [35]
bre 300Mbps

we used 4K PVRV clips with 300 frames from MPEG [42].
In particular, the used video clips include DrivingInCity,
AerialCity, DrivingInCountry and PoleVault le. The viewport
was extracted by the 360lib software provide by MPEG [43].
Different viewport trajectories with random and dynamic view-
port modes were used for evaluating streaming performance.
The statistics on the users’ viewport movements [39] show that
users typically change their viewport once significantly (The
viewport tiles are changed) with an interval that is ranged from
2 frames to more than 30 frames. Consequently, given a start-
up position of viewport at the first frame and an end position of
viewport at the last frame, viewport trajectories with different
switching frequencies from 1Hz to 15Hz were recorded for
simulating PVRV streaming. The start and end positions of
viewport are listed in Table III. The viewport size was set to
856×856. A total of three simulations were executed for each
viewport trajectory and the average result over three runs is
presented. Since only one viewport is watched by the end-user
at a specific moment, the VPSNR between the viewport that is
rendered from the original PVRV and the one that is rendered
from the received PVRV is computed to evaluate streaming
performance.

We compared the performance of the proposed MEC-
assisted mmWave PVRV streaming scheme (mc-mmW-w-
MEC) with several reference scenarios. The first one considers
sub-6 GHz PVRV streaming with MEC (sub-6GHz-w-MEC).

TABLE III
VIEWPORT TRAJECTORIES IN THE SIMULATION

Trajectory number Start position
(longitude, altitude)

End position
(longitude, altitude)

1 (90, -180) (-89,180)
2 (75,75) (-75,-150)
3 (60, -30) (-60,-120)
4 (-30,180) (75,-45)
5 (-75,75) (-80, 120)
6 (45,-135) (-135,75)
7 (-5,20) (-90, -175)
8 (-20,-90) (45,165)

The second adopts MC-based mmWave streaming without
MEC (mc-mmW-w/o-MEC).

A. PVRV Streaming Performance

1) Mobile edge transcoding: Fig. 7 (a) and (b) show the
viewport qualities in terms of VPSNR for unequal quality
transcoding of mc-mmW-w-MEC, equal quality transcoding of
mc-mmW-w-MEC, and mc-mmW-w/o-MEC (no transcoding)
schemes for an average channel SINR of 20dB and 30dB,
respectively. For each video clip the average VPSNR value
over all viewport paths was measured. It can be seen in Fig. 7
that the proposed unequal quality transcoding offers superior
quality over equal quality transcoding and the streaming
scheme without transcoding. The quality improvements of
the proposed scheme over mc-mmW-w/o-MEC, indicate that
the MEC plays a crucial role in quality optimization (MEC
enabled real-time transcoding or processing for PVRV quality
optimization) of PVRV streaming. At the same time, the
results also demonstrate that unequal quality allocation over
the tiles in the image, can improve the viewport quality subject
to the limited available bandwidth.

2) Link adaptation: In the proposed scheme, viewport-
optimized link adaptation is used to ensure the tight coupling
between the streaming PVRV bitrate and the available link
bandwidth. Fig. 8 shows the impact of link adaptation under
different network conditions (in terms of the average SINR
value). This figure clearly illustrates that link adaptation is very
efficient (at least 30% better) particularly at low SINR (15dB),
while in the high SINR regime (around 30dB) performance
benefits are also significant (at least 3dB).

3) Quality of the received viewport: To evaluate the overall
performance of the proposed scheme, we measured the quality
of the received viewport for our scheme and the reference
schemes. The average VPSNR values for different viewport
trajectories are plotted in Fig. 9. The results indicate the clear
benefits of the proposed scheme over all the other schemes.
The reason is that the proposed mc-mmW-w-MEC system
exploits to the fullest not only the high capacity of the
mmWave link with conquering the interruptions but also the
computational capabilities of the MEC server.

B. Latency

System latency is a key performance indicator of the PVRV
system. During our simulations we recorded the latency of
each viewport request. Fig. 10 shows the instantaneous latency
results for one viewport trajectory for streaming DrivingInCity
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Fig. 7. Viewport quality comparisons for different streaming schemes.
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Fig. 8. The link adaptation efficiencies under different networking conditions.

clip. The proposed scheme has a clear advantage over the
other schemes in terms of system latency. After collecting
extensive data sets of the viewport latency we plot in Fig. 11
the cumulative distribution functions (CDF) of this viewport
request latency for different viewport trajectories and over all
PVRV clips. As illustrated in Fig. 11, during 60% of the
time, the proposed scheme achieves a viewport request latency
less than 20ms. The competing schemes achieve the viewport
request latency of less than 20ms for only 20% of the time.
Also, it is interesting to note that the schemes with MEC
achieve lower latency than those without MEC, something that
it is indicative of its contribution to the overall latency.
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Fig. 9. The quality of the received viewport.
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Fig. 10. The viewport latency for one trajectory at SINR of 30dB.

C. UE Energy Consumption

We also conducted extensive UE energy measurements
under different viewport switching frequencies. For each view-
port switching frequency we measured the ratio between
computations of the viewport rendering on the MEC server
and the total computations for viewport rendering that were
performed on both the MEC and the UE (for all video clips).
We named this ratio “the viewport rendering offloading ratio”,
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Fig. 11. The CDF of viewport-request latency at SINR of 30dB.

as shown in the left side of Fig. 12(a). The energy-saving
ratio between the UE energy of the proposed mc-mmWave-
w-MEC and that of mc-mmWave-w-MEC without viewport
rendering offloading is also computed over all different view-
port switching frequencies. It is shown in the right side of Fig.
12(a). The average wireless SINR for the results of Fig. 12(a)
is 30dB. The energy-saving ratio is gradually reduced with
increasing viewport switching frequency and an average of
30% energy reduction is achieved for viewport rendering over
all viewport switching frequencies. This indicates that the ratio
of viewport rendering offloading is gradually reduced with
more frequent viewport switchings and this exactly matches
with the curve in the left side of Fig.12(a). When the viewport
moves faster, the pre-rendered viewport at the MEC server
will not match the actual browsing viewport and thus more
viewport rendering operations will be executed at the UE.
Consequently the energy consumption is increased.

At a viewport switching frequency of 4Hz, we computed the
viewport rendering offloading ratio and the energy-saving ratio
over all video clips, and the results are shown in Fig.12(b).
Both metrics increase with improving link quality. For high
link quality, the goodput is relatively larger than that for low
link quality. Hence, the transmission time for the rendered
viewport is reduced accordingly and the optimization will be
more inclined to offload the viewport rendering to the MEC
server. This energy curve follows a similar pattern with the
offloading ratio.

VI. CONCLUSION

In this paper we presented an MEC-assisted PVRV stream-
ing scheme that is designed to operate over MC-based
mmWave mobile networks. By complementing the mmWave
link with sub-6 GHz wireless communication, the MC-based
mmWave mobile network offers both sufficient bandwidth and
steady communication for PVRV streaming. Furthermore, we
introduced MEC as an intermediate processing component not
only to enable real-time transcoding to offer the appropriate
PVRV representations for the matched transmission links, but
also to execute real-time viewport rendering computations that
reduce the energy consumption of the UE. Through MEC,
the delivery of a PVRV representation is tightly coupled

�������	�
��	������������������

� � � � �� ��

�
��
�
�
�
�	
��
�

�
��
�
�
��
��
��
 �

�
�
��
 	
��

�!�

�!�

�!"

�!�

�!#

�!�

$

��
�
�
%

 &

�
�
��
 	
��

�!�

�!�

�!"

�!�

�!#

�!�

�������	�������������� ����� 	��

$����%
 &���� 	��

(a)

�������	


� � �� � ��

�
��
�
�
�
��
��
��
�
��
��
�
��
��
��
��
��
�
��
��
��

�

��

��

��

��


�

 
�
��
�
!
"#
�$
��
�
��
��
��

�

��

��

��

��


�

�����������������������������������

 ����!"#�$���������

(b)

Fig. 12. The energy-saving ratio and viewport rendering offloading ratio (a)
for different viewport switching frequency and (b) for different SINR values.

with the specific link so as to maximize the utilization of
the wireless bandwidth. A comprehensive optimization that
jointly optimizes the video chunk quality, link adaptation, and
adaptive viewport rendering offloading is casted as a multi-
objective optimization problem that is solved by a fast GA.
Simulation results demonstrate that the proposed scheme can
improve the PVRV streaming performance significantly over
the traditional schemes in system latency, energy efficiency,
and the quality of the received viewport.
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