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Abstract—A subset of the synchronization algorithms in a
wireless receiver are responsible for tracking the phase and
frequency of a digitally modulated signal. If variations of the
phase in the signal are substantial, then the receiver might
be unable to track them leading to inability to demodulate
the data. In this paper we propose a method for improving
the secrecy of wireless communication by ensuring that an
arbitrary unauthorized receiver (URx) cannot track these phase
and frequency changes but a legitimate (LRx) one can. This is
accomplished by introducing artificial variations in the phase of a
wireless transmitted signal that exceed the capabilities of a certain
class of receivers. We explore receivers that employ closed-loop
synchronization, namely a phase-lock loop (PLL) and we devise
an artificial frequency variation pattern that can de-synchronize
it. Our results indicate that with our method the bit error rate
(BER) of an URx can be maintained at a pretty high level even
for very favorable channel conditions.

I. INTRODUCTION

Cryptography is the main tool for securing wireless com-
munication [1]. Solutions based on cryptography are typically
implemented above the physical layer (PHY) where keys are
generated, and digital messages are encrypted and decrypted.
Newer ideas regarding security at the PHY exploit the random-
ness of the wireless channel, receiver, transmitter, and other
components of the communication system so as to achieve
robust cryptographic key generation [2]. Nevertheless, cryp-
tography does not secure at all the fundamental operation of
the PHY which is signal demodulation, that is the conversion
of a waveform into bits. We consider the problem of preventing
signal demodulation, i.e. improve the secrecy, in the funda-
mental wiretap communication topology: A transmitter (Tx)
communicates with the legitimate receiver (LRx), while an
unauthorized receiver (URx) is the adversary that eavesdrops
the communication from the Tx to the LRx. This is an old and
well-studied problem in wireless communication systems.

One way to prevent the URx from eavesdropping the
wireless communication between the Tx and Rx is through
frequency-hopping spread spectrum (FHSS). By changing the
carrier frequency among a number of several distinct frequen-
cies occupying a large spectral band, a URx is unable to
demodulate the desired data since it does not know both the
carrier and the narrow band used for data at a specific time
instant. The fundamental advantage of FHSS is that the data
signal is not received at all at the URx. But the disadvantage of
FHSS is that bandwidth utilization is low since the bandwidth
of the FH system is approximately equal to NB, where N is

the number of carrier frequencies available for hopping and B
is the bandwidth of the data signal.

Recent works focus on preventing data demodulation by
hiding the used modulation type from an eavesdropper of the
wireless signal [3]–[6]. Unlike FHSS, this is an indirect way
to render unable a receiver to demodulate since the signal
is received in the first place. Hiding the modulation, also
called (modulation spoofing), has been at the forefront of
these works. In [4], [5] the authors presented methods to
obfuscate quadrature amplitude modulated (QAM) symbols at
the transmitter. The authors of these works may flip the symbol
location in the constellation diagram [3], embed symbols from
a lower order modulation to a higher order constellation [5], or
reorder the symbols in time [4]. Then they detect the symbols
of the modified constellation which means that the symbol
detection probability is dictated by the distance between the
constellation points in the new mapping. CryptoJam in [5]
embeds symbols from a lower order modulation to a higher
order QAM constellation. The receiver detects the symbols of
the higher order modulation which means that the detection
probability will be dictated by the distance between the
constellation points in the higher order mapping. Other works
like iJam [7] randomize the value of a received modulated
signal by allowing intentional RF jamming from the receiver.
This leaves an eavesdropper unable to know which of the
repeatedly transmitted symbols is the correct one, while the
receiver has this information. In [8] a carefully positioned
fourth node, emits a signal that obfuscates the amplitude,
delay, or frequency of the signal. The obfuscating node, that
acts as an amplify-and-forward relay, operates continuously
(despite the need of it or not) and requires coordination and
synchronization between itself, the Tx and the Rx. Generating
a different PHY signal compared to the one the eavesdropper
expects, can also be an option for spoofing the transmission
between the Tx and the legitimate Rx but has not been used
as such. An interesting approach is Phycloak [8] where a
carefully positioned fourth node, emits a signal that obfuscates
the amplitude, delay, or frequency of the signal.

In this work we depart from the FHSS and modulation
spoofing concepts for ensuring communication secrecy. The
transmitter employs residual-carrier wireless communication,
that is a carrier signal is transmitted along with the data [9].
At the Tx both the data and the carrier signals are subjected
to an artificial (spoofed) time-varying frequency variation so
as to prevent successful tracking of the carrier at the URx.
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The LRx knows the frequency spoofing strategy (Similar to
a FH receiver knowing the hopping pattern) which allows it
to reverse its effect. Hence, the novelty of our method is that
we improve secrecy, not by introducing a new communication
method, but by focusing on disabling a critical functionality of
eavesdropping wireless receivers since successful tracking of
the carrier is essential for demodulation in wireless communi-
cation systems [9]. The advantage of our method with respect
to related work [3]–[6] is that it prevents symbol detection
by being applicable in any wireless digital communication
system since it is independent of the used modulation. The
second advantage is that it does not require any helping
nodes [8]. Third, and unlike FHSS bandwidth utilization is
very high since the bandwidth of the data signal is only
spead by a factor equal to the maximum variation of the
spoofing frequency (artificial Doppler spread). Overall our
contributions are twofold: 1) We propose a new methodology
for improving the secrecy of wireless communication links
by making data demodulation more challenging at a URx
through the insertion of artificial de-synchronization signals. 2)
We develop analytical expressions that allow the Tx to select
the optimal de-synchronization signal with a low-complexity
algorithm given the performance requirements for the URx.

II. BACKGROUND & SYSTEM MODEL

Transmitter/Receiver Architecture: A typical single-
carrier wireless communication system that is implemented
at the nodes of our topology can be seen in Fig. 1. In this
figure x(t) represents the complex baseband symbol that is
transmitted every T seconds (symbol period) and can take a
value from a dictionary of complex symbolsM that is defined
according to the used modulation [10]. The complex symbols
go through the transmit filter with impulse response g(t) and
so the transmitted random signal s(t), which is the convolution
of the two s(t) = x(t) ∗ g(t), is characterized by the power
spectral density (PSD) Sss(f). The bandwidth of this signal is
W Hz. After the digital-to-analog converter (DAC) the signal
is upconverted to the carrier frequency fc and after the power
amplifier (PA) the signal is transmitted over a time-varying
channel with single-tap impulse response h (flat fading). The
fist stage of the receiver is responsible for filtering the desired
signal with bandwidth W Hz using a bandpass filter (BPF),
and then downconverts the signal to baseband by mixing with
frequency fc (or to an intermediate frequency if a heterodyne
Rx is used). For non-bursty communication tracking of the
carrier in both the LRx and the URx is accomplished with
closed loop techniques and more specifically with phase-lock
loops (PLLs) [11]. The PLL tracks the carrier (its phase
and frequency offset are estimated), and after the signal is
corrected with the phase and frequency estimate, the residual
phase error is propagated to the matched filter (Rx filter).
While the basic architecture holds for both the LRx and
URx, Fig. 1 also illustrates how the proposed scheme could
operate in conjunction with classic cryptography-based secure
communication system at the LRx (dashed line in this figure).
The Tx can piggyback in a transmitted frame the artificial
frequency variation (fSP) that will be used in the following
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Fig. 1: A single-carrier wireless communication system with a
direct conversion Rx and a PLL for phase/frequency tracking.

frame, and when the LRx decrypts its value it can compensate
for it.

PLL Performance Tradeoff: PLLs are feedback systems
that typically use a phase detector, a lowpass loop filter (LPF)
and a voltage-controlled oscillator (VCO). When the channel
with a transfer function H(f) is relatively static, the coherence
bandwidth of the channel is narrow which means that tracking
the carrier can be accomplished with a PLL that uses a loop
filter with a very narrow bandwidth (Fig 2(a)). The sideffect is
that data can be demodulated easier and potentially be decoded
both by LRx and also by a URx. By artificially increasing
frequency variation fSP relative to the frequency fc of the
carrier signal (the maximum frequency variation is the Doppler
spread), the coherence bandwidth of the signal is increased and
so the URx is forced to use a higher bandwidth loop filter. But
this leads inadvertently to more noise accumulation due to the
noise floor of the receiver (Fig 2(b)).

Signal Model for Residual Carrier Communication with
Spoofed Frequency Variation: Now we gradually develop the
signal model for URx. The total power budget PT is split into
carrier power Pc, and data power Pd. The modulation index β
determines how this power is split. In the most popular form of
the modulation index, we take a trigonometric function of it to
indicate the power dedicated to the carrier as Pc=PT cos2(β)
while the data power is Pd=PT sin2(β). Now in a BPSK
system the transmitted passband signal for the data symbols
x(t) encoded as non-return to zero (NRZ) (±1) is:

s(t) =
√
PT sin(2πfct+ βx(t)) (1)

If we analyze this expression to separate it further to the carrier
and the data it becomes equal to:

s(t) =
√
PT cos(x(t)β) sin(2πfct) +

√
PT sin(βx(t)) cos(2πfct)

For NRZ BPSK cos(x(t)β) = cos(β) and sin(x(t)β) =
x(t) sin(β). So the received signal with only the addition of
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the passband noise would be:

yPB(t) =
√
PT cos(β) sin(2πfct) +

√
PT sin(β)x(t) cos(2πfct)

+ nI(t) cos(2πfct)− nQ(t) sin(2πfct)

The first term in this equation is the carrier and the second
corresponds to the carrier modulated with the symbols x(t).
Towards our complete model we must include the flat fading
complex gain a(t) (that is aI(t) + jaQ(t)), plus the spoofed
frequency of the transmitted signal which is the sum of fc +
fSP. We assume that the URx knows fc but not fSP which
is impossible since it is a time-varying function selected by
the Tx. So the consequence is that the difference between the
frequency of the oscillators at the Tx and URx will be fSP Hz.
This means that the received baseband signal becomes1

y(t) = a(t)e2πfSPt(
√
Pdx(t)−

√
Pcj) + n(t), (2)

where n(t) = nI(t) + jnQ(t) ∼ CN (0, N0

2 ) is the complex
AWGN sample. That is, with BPSK modulation information
bits are transmitted in the I channel while the Q channel
contains the carrier signal. This signal is the input to the PLL
as our receiver in Fig. 1 indicates.

Signal Model with PLL: From (2) we observe that the
phase of the input carrier signal that has to be tracked by the
PLL suffers from AWGN, fading, and the spoofed frequency
that all aggregate to φ(t) rad/sec:

φ(t) = tan−1
aQ(t)

aI(t)
+tan−1

sin(2πfSPt)

cos(2πfSPt)
+tan−1

nQ(t)−√PC
nI(t)

(3)
If θ is the phase estimate that the PLL produces, the phase
estimation error is θe = θ−φ. So with this phase offset due to
imperfect carrier tracking from the PLL, the previous analysis
leads to the passband signal being after the phase correction:

zPB(t) = |a(t)|(
√
Pdx(t) cos(2πfct+ θe) +

√
Pc sin(2πfct+ θe)) + n(t)

= |a(t)|(
√
Pdx(t) cos(2πfct) cos(θe)−

√
Pdx(t) sin(2πfct) sin(θe)

+
√
Pc sin(2πfct) cos(θe) +

√
Pc cos(2πfct) sin(θe))

+ nI(t) cos(2πfct)− nQ(t) sin(2πfct) (4)

The final baseband equivalent model is then:

z(t) =
√
Pd|a(t)|x(t) cos(θe) + j

√
Pd|a(t)|x(t) sin(θe)

+
√
Pc|a(t)| sin(θe)− j

√
Pc|a(t)| cos(θe) + n(t)

=
√
Pd|a(t)|x(t) exp(jθe)−

√
Pc|a(t)|j exp(jθe) + n(t)

(5)

One detail of our final model in (5) is that for higher order
modulations like QAM the main difference of the PLL is at
the phase detector [12]. Even though a new analysis would be
needed, the fundamental operation of the PLL and its impact
is the same on the data signal, which is that a residual phase
estimation error θe remains. Also, note that the signal model
in (5) could be enhanced with additional Tx/Rx impairments
like carrier phase offset (CFO), sampling clock offset, I/Q
imbalance, etc, but these parameters are independent to our
analysis. Finally, we must note that even with perfect tracking

1Recall that from a passband signal the baseband model is derived using
yPB(t) = <[y(t) exp(j2πfct)].

of the time-varying phase in the last equations the amplitude
of the fading that is equal to |a(t)| still affects the received
signal.

III. CONTROLLING THE PHASE ESTIMATION ERROR AT
THE URX

The signal model in (5) allows us to see clearly that we can
prevent demodulation of x(t) if we can control θe which is
a random process. To make the idea practical we propose a
strategy for controlling the phase noise to ensure that it reaches
a level that disallows the unauthorized receiver to lock onto
the carrier. We desire to know what is the phase noise variance
as a function of our spoofing strategy so that we can select
the optimal fSP for maximizing σ2

θe
at the eavesdropper. But

the phase noise is a random process that is affected by an
additional noise source besides fSP. This element considers
the impact of AWGN and we discuss it first.

A. Phase Noise Model with AWGN

The model we developed in (5) is independent of the used
PLL or more general the phase/frequency tracking method.
In this paper we study a particular class of popular PLLs
namely a second order PLL while different tracking methods
can be investigated using a similar methodology. The closed-
loop transfer function of a second order PLL is [11]:

H(s) =
2ξωns+ ω2

n

s2 + 2ξωns+ ω2
n

(6)

In the above ξ is the damping factor and ωn is the natural
frequency of the loop.2 Instead of using the previous two
parameters, the typical operating parameter of a PLL is the
single-side noise bandwidth of the loop denoted as BL and
calculated as follows for the 2nd order PLL [11]:

BL =
1

2

∫ ∞
−∞
|H(j2πf)|2df =

ωn
2

(
1

4ξ
+ ξ) (7)

For this PLL our goal is to calculate the variance of the phase
estimation error θe = θ − φ, that is the quantity:

σ2
θe = Var(θe) = E[|θ − φ|2] (8)

For calculating the variance of the phase error we need both
the transfer function and PSD Sw(f) of the noise random
process at the input of the PLL (eqn. 3.15 in [11]), since it is:

σ2
θe =

∫ ∞
−∞

Sw(f)|H(j2πf)|2df (9)

The difficulty of the previous calculation depends primarily
on Sw(f). At the receiver the typical strategy is that the
bandwidth of the BPF is equal to the bandwidth of the signal
W Hz. With AWGN and no other impairments at the receiver
if N0 Watt/Hz is the noise PSD before the BPF, then after
filtering from the BPF, and sampling with the ADC at a rate
of 2W the noise is still white and has a PSD of N0 Watt/Hz.
With a carrier of power Pc the PSD of the noise process at
the input of the PLL is (eqn. 3.13a in [11]):

Sw(f) = N0/Pc Watt/Hz (10)

2ξ is 1 for critically-damped PLLs.
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Fig. 2: a) The loop filter bandwidth depends on the coherence
bandwidth of the channel b) Phase noise tradeoff in a PLL
with direct carrier modulation.

After replacing (10) in (9), integrating over the magnitude of
the transfer function of the PLL (within [−W,W ]), and finally
by replacing (7), the derivation leads to

σ2
θe =

∫ ∞
−∞

Sw(f)|H(j2πf)|2df =
N0

Pc

∫ ∞
−∞
|H(j2πf)|2df

=
N02BL
Pc

=
N0ωn
Pc

(
1

4ξ
+ ξ). (11)

This is the variance of the phase noise for a PLL that tracks a
modulated carrier with power Pc in an AWGN channel. With
direct carrier modulation (data is modulated directly into the
carrier) besides the AWGN floor that will impair the PLL,
it will also suffer from a fraction of the data signal that is
filtered through the PLL LPF leading to the addition of a term
(again this is illustrated in Fig. 2(b)) in the denominator of the
carrier-to-noise ratio (CNR) as follows:

SNRL =
Pc

BLN0 + Pd
2BL

W

(12)

B. Phase Noise with a Frequency Ramp

Now the question is how to control fSP at the Tx so its
variations will be robust against a URx which configures a PLL
that tries to track the carrier. Clearly the design of the PLL
dictates its tracking ability. A more potent phase/frequency
tracker will require a different behavior for fSP. Another aspect
is that regardless of the PLL, when the URx is closer to the
Tx it can achieve higher CNR in (12) with lower BL. So in
this case the additional phase noise that is introduced due to
fSP must be able to disallow the PLL from locking to the
carrier even with this improved CNR (worst case scenario for
the Tx/Rx pair). Here we make use of the fact that second
order PLLs will have a constant phase estimation error when
a frequency ramp used [11]. Consequently, this is what we
propose to use as the spoofing signal.

With a frequency ramp we set fSP=f1t/2, and so the
overall frequency of the signal changes linear with time as
fc + f1t/2. Hence, the transmitted signal in (1) becomes
s(t) = sin(2π(fct + f1

2 t
2) + βx(t) + φ] and the frequency

of the local oscillator (LO) at the URx is sin[2πfct]. At the
output of the phase detector we have that3

1

2
cos[2πfct+ 2π(fc + fSP)t] +

1

2
cos[2πfSPt],

3The Costas loop removes the impact of the data x(t) on the phase [12]

and after the loop filter the output is 1
2 cos[2πfSPt]. Conse-

quently, by choosing fSP = f1t/2, the phase change at the
PLL input is given by θi(t) = 1

22πf1t
2u(t) and θi(s) = 2πf1

s3 .
For any PLL the Laplace transform of the phase error is:

θe(s) =
sθi(s)

s+KoKdF (s)
(13)

Ko is the VCO gain factor, Kd is the phase-detector gain
factor, and F (s) is the loop filter transfer function. The steady
state error for a PLL under the frequency ramp becomes:

lim
t→∞

θe(t) = lim
s→0

sθe(s) = lim
s→0

2πf1
s[s+KoKdF (s)]

(14)

For the 2nd order PLL the transfer function of a proportional-
plus-integrator loop filter with an infinite DC gain is F (s) =
k1 + k2

s leading to:4

lim
t→∞

θe(t) = lim
s→0

2πf1
s2 + 2ξωns+ ω2

n

=
2πf1
ω2
n

(15)

This means that the received signal after the PLL in (5)
experiences a phase noise with a mean equal to (15) (that
prevents successful tracking) and a variance equal to (11).

C. Bit Error Rate (BER)

When the data rate is higher than the bandwidth of the
loop filter the phase noise θe(t) is a random process that
varies slowly with respect to the symbol period T . Hence,
the phase can be approximated to be constant within T . The
same is also true for the channel fading parameter a(t) which
is also considered to be static (or slowly varying in practice).
To obtain the BER at the URx we have to average over
all the fading states of a(t) and the phase noise θe(t) since
they affect the power of the data signal in (5). For BPSK
modulation the data signal is

√
Pd|a(t)|x(t) cos(θe) which

means that the instantaneous power is random and equal to
Pd|a(t)|2 cos2(θe). Based on the previous discussion the BER
is expressed:

PE = Ea,θe [Q(

√
2Pd|a(t)|2 cos2(θe)

N0
)] (16)

In this work we focus on producing simulation results for the
BER that can be used for driving the decisions of the algorithm
we describe in the next section. In the above the PDF of |a(t)|2
depends on the channel model, i.e. it is exponential in our case.
The phase noise follows a Tikhonov distribution(p.p. 205 [13])
with PDF

f(θe) =
exp(SNRL cos(θe))

2πI0(SNRL)
for θe ≤ π, and 0 otherwise,

(17)
where the function I0 is the modified Bessel function of 0th
order. But with the addition of the specific frequency ramp we
only affect the mean [11]. This allows for a straightforward
simulation model of θe, a(t).

4ξ = k1
2

√
K0Kd/k2, ωn =

√
K0Kdk2
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IV. TX CONFIGURATION ALGORITHM & RECEIVER

Our algorithm is presented in Algorithm 1. It uses simula-
tion data obtained for different phase noise variance versus
BER. The algorithm searches the minimum fSP and mod-
ulation index β that induces a certain phase noise variance
σ2
θe

(β, fSP) and this in turn a certain BER denoted as PEURx
for the URx. This search is executed as follows: Our algorithm
increases fSP monotonically since from the phase noise in (15)
we know that the BER will increase monotonically. The same
monotonic behavior is not necessarily true for β. Nevertheless
β has a more limited variability across different values since
it controls the allocation of power between the carrier and the
data. In our algorithm it starts iterating from a value of 1

20
π
2

rad (nearly all power allocated to the data) and goes all the
way up to 19

20
π
2 rad (nearly all power allocated to the carrier).

Note that β, fSP are parameters that will be set at the Tx.
But we also include another element in the algorithm that
accounts for the behavior of the URx. As we explained in (II)
the URx can sweep different values for BL (that control the
CNR SNRL) so that it can improve the operation of the PLL.
This is what we also do in the inner for loop of our algorithm
where estimate the BER for different values of the CNR in
the PLL. Here we note that this sweeping of SNRL (and
indirectly BL) affects of course only σ2

θe
(β, fSP , BL) and not

Pc, Pd which are selected by the Tx.
The previous approach ensures convergence of the algorithm

to the desired BER by selecting the minimum fSP and optimal
β that satisfy it. Since we seek to maximize the BER at the
URx, we set the lowest allowed BER for the URx to 10−2

(which is something that can be changed by the user): If we
do not have a URx BER higher than 10−2 then algorithm
continues until it finds a solution. Since fSP is selected based
on simulation data, in real life the performance of URx will
be even worse, which means that our algorithm effectively
calculates the performance lower bound for the BER. Given
the capabilities of a specific LRx and URx (noise power),
the algorithm needs to be executed once and the exhaustive
search that it entails (complexity is O(number of β steps ×
number of fSP steps)) is of no practical concern.

A. Receiver Discussion

Clearly there are several subtleties to the design of the
communication system. The most promising avenue for im-
plementing the proposed idea is as highlighted in Fig. 1 where
the artificial Doppler is communicated to the LRx through an
encrypted message. When this is the case, a more advanced
version of the system could transmit a more sophisticated
artificial Doppler pattern that changes over time. This may be
implemented so that the instantaneous Doppler frequency fSP
does not monotonically increase. We have explained earlier
that communication of these more sophisticated patterns is
similar to a FHSS communicating the frequency hopping
pattern which means that our system does not have any
requirements beyond the widely popular FHSS.

In the case where the spoofing signal cannot be encrypted,
a slope estimator can be used at the legitimate Rx to calculate
fSP and remove it from the signal before feeding it to the

Algorithm 1: Frequency Spoofing Algorithm

Input: Noise floor of URx and LRx → σ2
e , → σ2

b

Input: Minimum desired BER → 10−2

Output: Optimal β, fSP
while fSP < fc do

while β < 1 do
Pc(β), Pd(β) ← Calculate power for given β;
for SNRL = 0, SNRL <= 20 dB do

BL ← Calculate from (12) for given
Pc, Pd, SNRL;

if PEURx < 10−2 then
σ2
θe

(β, fSP , BL) ← (11), (15) ;
PEURx(curr) ← (17) ;

else
stop;

end
SNRL = SNRL + 3dB.

end
increase β by desired step;

end
increase ∆fSP by desired step;

end

PLL. This means that the PLL has to track only channel
imperfections and not the frequency ramp. Of course the risk
in this case is that an URx could also use a slope estimator to
calculate the artificial Doppler spread. Hence, this is the less
favorable option for implementation.

V. PERFORMANCE EVALUATION

For our simulation we considered a static Rician flat fading
channel while the path loss exponent was set equal to 2. The
distance between the Tx and LRx is 10 meters, while the
distances we tested between the Tx and the URx were 10,
and 1 meters. fc is set to 2.4GHz, while the bandwidth of the
signal W is 100KHz. Based on these data we can calculate the
available signal power at the URx. For the given signal power
and modulation index, the URx can decide to operate the PLL
at different CNRs denoted with SNRL. If it decides to track
the carrier more accurately because of the artificial Doppler
fSP it must increase the bandwidth of the loop BL. But this
means lower operating CNR which of course increases the
AWGN power that comes through the LPF. On the other hand
if it reduces BL too much to increase the CNR, then it will
not be able to track the carrier effectively leading again to
increased phase noise. So the receiver’s poor phase tracking
ability is caused either by AWGN or by the high Doppler from
fSP. This is a well known tradeoff in PLLs that necessitates
the optimal selection of BL. We explore different partitions of
the transmitted signal power PT through the selection of the
modulation index β, and for each one of these partitions we
perform the optimization we discussed in the last paragraph:
For a given β, Pd is fixed and so is the Eb/N0. For this Eb/N0,
we calculate the remaining power dedicated to the carrier Pc
and then we sweep different loop filter bandwidth values BL
to derive the CNR that leads to the lower BER. This is how
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a data point is produced in the BER plots and the notation
SNR∗L indicates that this optimization was carried out.
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Fig. 3: PSD and Spectrogram of BPSK NRZ signal at 1Kbps
with no Doppler and an artificial Doppler.

First, to understand the behavior of the spoofing transmitter
in Fig. 5 we present the PSD and the spectrogram of the
modulated signal when it is subjected to the artificial frequency
spoofing. It easy to see that the high power DC component of
the baseband signal (that is the carrier signal) is widened. The
same of course holds for the data signal but in this case it
is difficult to visualize which frequency bins are shifted in
the frequency domain. Regarding the behavior of the artificial
Doppler spread over time the spectrogram illustrates that
the desired behavior is obtained, that is the instantaneous
frequency of the signal is increased linearly over time.

Before we discuss BER we first present the inability of
URx to track the carrier with the artificially high Doppler in
Fig. 4. We observe the constant phase error for different values
of ξ that correspond to different BL, while ωn=1 rad/sec.
For higher ξ, and so BL, we observe the extremely slow
convergence of the phase error but again to a constant θe.

BER is presented in Fig. 5. The reason for this non-
monotonic behavior of the BER at the URx is that as Eb/N0 is
increased, Pc is decreased and so to maintain the CNR the loop
filter BL is increased. This leads to higher phase noise due to
AWGN (as seen in (11)), poor tracking performance, and so
high BER. This is true for both BER lines that are illustrated
in Fig. 5 and correspond to different distances between the
Tx and URx. With shorter distance a higher signal power on
average is available at the URx. This means that the URx can
achieve the same CNR with a narrower BL since the carrier
signal power is higher (captured in (12)). The best performance
that URx can achieve is approximately 10−2 for Tx-URx
distance of 1m (with an optimal SNR∗L=20dB leading to high
value for BL), and even after careful sweeping of different
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Figure 13: A frequency ramp starts at the 3-second time instant. The results reproduce the
results in Fig. 4.3 of [Gar79].

second term θ(t) it the phase offset because of the channel while a(t) is the amplitude fading
term. Now with the PLL ate the receiver, we have the reduction of the phase error to an
instantaneous value θe. The estimate of the PLL is denoted as ϕ(t). In the signal model
and the simulator this error is compensated and the resulting signal model is as follows
(removed the summation for avoiding clogging the subsequent equations):

yPLL(t) = x[k]g(t− kT − τ)a(t)ejθe + e−jϕ(t)w(t) (33)

If we consider other subsequent blocks of the receiver at the output of the matched filter
we have:

yFilt(t) = x[k]p(t− kT − τ)a(t)ejθe + e−jϕ(t)w(t) (34)

21

Fig. 4: Phase/frequency estimate at the PLL for the used
frequency ramp. No AWGN is used at the URx.

values of the CNR SNRL. For slightly higher distance the
performance is even worse and the optimal CNR is higher at
SNR∗L=30dB which means a narrower BL and poor tracking
performance of the artificial Doppler spread. On the contrary,
LRx can successfully track the carrier for higher Eb/N0 since
it can narrow the loop filter bandwidth BL, leading to lower
SNRL of 10 and 20 dB, regardless of the distance and without
any loop filter optimization.
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Fig. 5: BER at URx and LRx for different CNR versus Eb/N0.

VI. DISCUSSION AND CONCLUSIONS

In this paper we presented a new approach for improving
the secrecy of wireless communication by preventing carrier
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signal acquisition for the necessary receiver synchronization
and eventual signal demodulation. The basic idea suggests the
insertion of an artificial (spoofed) frequency variation at the
transmitted signal that is designed with specific receivers in
mind. We explored this idea for receivers that employ 2nd
order PLLs and we provided an algorithm for selecting the
spoofing signal which is supported by an analytical tool.

The concept is applicable to any type of modulated signal
waveform and different receiver architectures. The proposed
scheme can be used for improving communication secrecy
as an alternative to FHSS or the more complex modulation
spoofing methods.
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