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Similar to conventional video, the increasingly popular 360◦ virtual reality (VR) video requires
copyright protection mechanisms. The classic approach for copyright protection is the introduction
of a digital watermark into the video sequence. Due to the nature of spherical panorama, traditional
watermarking schemes that are dedicated to planar media cannot work efficiently for 360◦ VR video.
In this paper, we propose a spherical wavelet watermarking scheme to accommodate 360◦ VR video.
With our scheme, the watermark is first embedded into the spherical wavelet transform domain of
the 360◦ VR video. The spherical geometry of the 360◦ VR video is used as the host space for the
watermark so that the proposed watermarking scheme is compatible with the multiple projection
formats of 360◦ VR video. Second, the just noticeable difference model, suitable for head-mounted
displays (HMDs), is used to control the imperceptibility of the watermark on the viewport. Third,
besides detecting the watermark from the spherical projection, the proposed watermarking scheme
also supports detecting watermarks robustly from the viewport projection. The watermark in the
spherical domain can protect not only the 360◦ VR video but also its corresponding viewports.
The experimental results show that the embedded watermarks are reliably extracted both from the
spherical and the viewport projections of the 360◦ VR video, and the robustness of the proposed
scheme to various copyright attacks is significantly better than that of the competing planar-domain
approaches when detecting the watermark from viewport projection.
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1 INTRODUCTION

In recent years, advancements in virtual reality (VR) and computer vision technologies have
increased the popularity of 360◦ VR video. Due to its exciting immersion and interactive
experience, 360◦ VR video has been used widely in a variety of applications, such as gaming,
virtual exhibition, education, concerts and films [1][2].

At the same time, the available Internet capacity is gradually increasing allowing 360◦ VR
video to be delivered over modern networks [7]. But similar to traditional visual media,
different types of illegal techniques can allow access to the delivered 360◦ VR video, re-
sulting thus in unauthorized copies of the content that can be modified and distributed
online. Hence, copyright protection of 360◦ VR video is an important issue [3] that needs
immediate attention. One of the common technical solutions to video copyright is digital
watermarking which hides watermarks in digital objects to control copying devices, prove
copyright violation and trace unauthorised copies [4]. In the past years, the watermarking
technologies mostly aimed at traditional planar images/videos [5].
Traditionally, digital watermarking [4] is the go-to method for copyright protection of

visual media. As the visual media forms evolved, multimedia watermarking techniques also
evolved to accommodate them. Classical watermarking technology for traditional planar
image/video has been studied for many years, leading to several watermarking schemes in
the spatial domain [13][14], transform domain [15][16][17], and compression domain [18][19].
Of course these schemes are only efficient for conventional planar image/video. One of the
biggest challenges in watermarking is the trade-off between watermarking robustness and
imperceptibility [20]. Besides selecting the appropriate host domain to guarantee robust-
ness, watermarking schemes also optimize the perceptual quality of the watermarked video.
These watermarking schemes use perceptual models [21] [22] to select the appropriate host
positions for the watermark. Obviously, these planar perceptual models that are used in
traditional watermarking approaches are no longer suitable for the HMD-based 360◦ VR
video viewing environment.

As visual media evolved towards 3D video and free-view video, watermarking has adapt-
ed to 3D video representations. For 3D model representation, the 3D object and 3D mesh
watermarking approaches have been proposed. By hiding information in the texture of the
object, watermarking for 3D video object was proposed in [43]. This approach can efficiently
protect 2D view representations of a 3D object, depending on the accuracy of projective
registration of the 2D view. In a pioneering work on 3D mesh watermarking [45], the spher-
ical wavelet transform was used to decompose the original 3D mesh into a series of details
at different scales for watermark embedding. Utilizing the disparity-coherence, the blind
detection approach was proposed for stereo video watermarking [42]. Watermarking on the
depth-image-based rendered 3D image that has been proposed is based on the watermark
pattern warping feature [23]. To enhance the robustness of watermarking for depth-image
rendered 3D image, a blind multiple watermarking scheme was proposed in [24], and the
double-tree complex wavelet transform (DT-CWT) domain of the 3D data has also been
used for hosting the watermark [25]. Considering the relationship between the multiple views
in geometry, watermark synchronization in view dimension was also exploited for free-view
3D image watermarking [26]. One common characteristic of the aforementioned watermark-
ing schemes is that they are based on emerging features of the 3D data representation to
enhance watermarking robustness.
More recently by further extending the viewing dimension spatially, 360◦ VR video has

emerged. 360◦ VR video usually presents users the panoramic views of the scene, and it has
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several key differences when compared to the planar video and 3D video. First, the data
delivery format of 360◦ VR video is not invariable. Different projection methods from the
spherical data to the planar data result in a variety of candidate 360◦ VR video forms that
are available for distribution. Second, 360◦ VR video is displayed in an HMD screen by inter-
actively selecting the rendered viewport. Viewport rendering introduces warping distortions
to the viewport video data. Third, 360◦ VR video delivery supports viewport-dependent
partial data transmission [2][6] where only the necessary viewport data are delivered to
the user end at one moment. From the above discussion it is easy to see that watermark-
ing technologies for planar video or 3D video cannot adapt to the particular features of
360◦ VR video and consequently they cannot work efficiently for the emerging 360◦ VR
video. Clearly, a new watermarking technique that is suitable for 360◦ VR video needs to
be proposed.
The interesting fact is that there are several options for embedding watermarks in 360◦ VR

video. The equirectangular projection (ERP) (or the other sphere-to-plane projections in
Fig. 1 [8]), the sphere projection and viewport projection, can all be used to hide the wa-
termark. Among them, the planar ERP image is compatible with many traditional video
watermarking approaches. Hence, the watermark can be directly embedded in this data
domain. By considering the large spatial resolution of 360◦ VR image, Miura et al. in [27]
proposed a DCT-based data hiding technique. This approach is similar to the traditional
one that is used for planar media. By utilizing the Scale Invariant Feature Transform (SIFT),
Kang et al. in [28] and [48] proposed a viewport image watermark detection approach in
the DCT domain for a panoramic image. To form the viewport, the ERP image needs to
be projected first to the sphere and then to the viewport. This process includes several pro-
jections that introduce image warping distortion which subsequently affects the robustness
of the embedded watermark when it is detected from the viewport. Baldoni et al. in [44]
proposed a ERP image watermarking approach with a simple pre-processing procedure to
partly avoid the distorted area for watermark embedding. Though the above approaches
aimed for 360◦ image watermarking, they actually embedded the watermarks in the planar
ERP image and neglected the projection distortion effect on the watermarking robustness
during the conversion between multiple projection formats.
As another alternative, the viewport can also host the watermark. However, the viewport

is generally rendered from the spherical 360◦ VR video depending on the human’s head
movements. Hence, the viewport movement trajectory is difficult to be captured in advance
and the direct watermarking in the viewport is extremely challenging.
Thus, the last data domain that can be used for effective watermarking is the spherical

data domain. It provides the originally captured high-fidelity data that naturally forms
an intermediate data format for different geometry projections as well as the viewport
rendering. Correspondingly, spherical domain watermarking can alleviate the impact of
several geometry projections on watermarking robustness when the watermark is detected
from the viewport. Hence, we believe it is the most suitable watermarking domain.
Our proposed scheme makes use of the developments in wavelet theory on sphere settings

[9], a research area that has been developed for processing the spherical data in geographical
information systems [10], and computer vision [11]. Since the wavelet transform on the
sphere is dedicated to fitting for the spherical geometry, it is natural to be used to process
band-limited image signals on the sphere. In particular the directional scale-discretized
wavelet transform [12] can exactly capture all the information of the signal and subsequently
reconstruct the initial signal at floating-point precision. This observation motivated us to
propose hiding the watermark in the spherical transform domain of the 360◦ VR video data.
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Fig. 1. Multiple projection formats of 360◦ VR video (In some projections, the number denotes the
index of faces in the frame packing)

As with traditional watermarking schemes in the transform domain, this approach is robust,
stable, and imperceptible. Hence, in this paper we propose a novel scheme for watermarking
on the spherical data domain of 360◦ VR video, that to the best of our knowledge, is the
first work in this area. The contributions are summarized as follows.
First, we propose to embed the watermark in the spherical domain for the 360◦ VR

video to fully exploit the invisible nature of the spherical geometry. Spherical projection
takes place during format conversion so that the proposed spherical watermarking does not
depend on the specific representation of the 360◦ VR video. Furthermore, we select the
spherical wavelet transform (SWT) domain of 360◦ VR video as the watermark carrier to
exploit the robustness of the transform domain watermarking to common attacks.
Second, we design a viewport-oriented just noticeable difference (JND) model in the

spherical wavelet domain to characterize the spatial frequency sensitivity of the human
visual system (HVS) to the specific HMD. For the luminance channel, the spatial JND
of the spherical video after magnifying display in the HMD is first obtained by using the
wavelet subband decomposition to mimic the multiple channel models of the HVS. After
that, the JND in the spherical wavelet transform domain is modeled by estimating the size
of the wavelet coefficient that produced the detected spatial JND, and next, it is used to
control the imperceptibility of the watermark on the viewport.
Third, we propose to use the normalized spherical cross-correlation as the robustness

metric to detect the watermark in spherical domain. Based on this, a non-blind robust
watermark detection approach for the viewport video is also proposed. Hence, the proposed
scheme protects not only the original VR source video but also its corresponding viewport
data. Consequently, the proposed watermarking scheme is robust to the viewport-dependent
360◦ VR video transmission.

The rest of the paper is organized as follows. Spherical wavelet transform is introduced
in Section 2. The detailed spherical wavelet watermarking scheme, including the water-
mark embedding and detecting flowchart, is described in Section 3. Section 4 provides the
experimental results and finally Section 5 concludes the paper.

2 SPHERICAL WAVELET TRANSFORM

For image processing tasks, traditional Euclidean wavelets are constructed on planar images.
However, due to the particular spherical nature of 360◦ VR video, the wavelet on the sphere
is needed to exploit precisely the frequency information of the 360◦ VR video. By extending
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Euclidean wavelet analysis to spherical space, the planar Euclidean wavelets were converted
to spherical ones through a stereographic projection in [29]. In this paper, we utilize the
directional scale-discretized wavelet [12] on the sphere to transform the 360◦ VR video to
the spectrum space.

2.1 Harmonic analysis on the sphere

Any point ω on the sphere can be defined as ω = (θ, φ), with latitude θ ∈ [0, π] and longitude
φ ∈ [0, 2π). For the square integrable signals in L2(S2) on the two-dimensional sphere S2,
the spherical harmonics Yl,m(ω) form an orthonormal basis of L2(S2), with l ∈ N, m ∈ Z
and |m| < l. In terms of the Legendre polynomials Pm

l (cos θ) and the complex exponentials
eimφ, Yl,m(ω) is given as

Yl,m(θ, φ) =

[
2l + 1

4π
· (l −m)!

(l +m)!

]1/2
Pm
l (cos(θ)) eimφ. (1)

The spherical harmonic decomposition of a square integrable signal f ∈ L2(S2) is given as
a linear combination of spherical harmonics

f(ω) =
∑
l∈N

∑
|m|<l

f̂l,mYl,m(ω), (2)

where the harmonic coefficients are given as

f̂l,m =

∫
S2
Y ∗
l,m(ω)f(ω)dΩ(ω), (3)

with the surface element dΩ(ω) = sin θdθdφ, where * denotes complex conjugation.

2.2 Spherical wavelet analysis and synthesis

The directional scale-discretized wavelet transform supports the analysis of oriented and
spatially localized, scale-dependent features in signals on the sphere. The scale-discretized
wavelet transform of a function f ∈ L2(S2) on the sphere is given by the directional convo-

lution of f with wavelet Ψj ∈ L2(S2). The jth scale wavelet coefficient WΨj ∈ L2(SO(3))
is

WΨj

(ζ) ≡ (f ⊗Ψj)(ζ) =

∫
S2
dΩ(ω)f(ω)(ℜζΨ

j)∗(ω), (4)

where ℜζΨ
j ≡ Ψj(R−1

ζ · ω) denotes the rotated wavelet with three-dimensional rotation

matrix Rζ . Rotation is specified by an Euler angle ζ = (α, β, γ) in the three-dimensional

rotation group SO(3) [30] with α ∈ [0, 2π), β ∈ [0, π], and γ ∈ [0, 2π). Based on the zyz
Euler convention, the rotation of a physical body in a fixed coordinate system about the
z, y and z axes is parameterized by γ, β and α. Eq. (4) probes the directional structure
in the signal f , where γ corresponds to the orientation about each point on the sphere
(θ, φ) = (β, α).

In the harmonic space, the spherical harmonic decomposition of WΨj

is given by a weight-
ed product as

(WΨj

)lm,n =
8π2

2l + 1
f̂l,mΨj ∗

l,n, (5)

where (WΨj

)lm,n =< WΨj

, Dl ∗
m,n >, f̂l,m =< f, Yl,m >, Ψj

l,n =< Ψj , Yl,n >, and < ·, · >
denotes the inner product operation. The Wigner D-functions Dl

m,n ∈ L2(SO(3)) with
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natural l ∈ N and integer m,n ∈ Z, |m| , |n| ≤ l are the matrix elements of the irreducible
unitary representation of the rotation group SO(3).
Usually, the wavelet coefficients represent the high-frequency, detail information contained

in the signal, and scaling coefficients depict the low-frequency, approximation information
in the signal. The scaling coefficients WΦ(ω) ∈ L2(S2) are obtained from a convolution of
f with the scaling function Φ ∈ L2(S2),

WΦ(ω) ≡ (f ⊗ Φ)(ω) =< f,ℜωΦ >, (6)

where ℜω = ℜ(φ,θ,0). The harmonic decomposition of the scaling coefficients is

WΦ
l,m =

√
4π

2l + 1
f̂l,mΦ∗

l,0 (7)

With wavelets and scaling function satisfying an admissibility, the signal f can be syn-
thesized exactly from its wavelet and scaling coefficients by

f(ω) =
∫
S2 dΩ(ω

′)WΦ(ω′)(ℜω′Φ)(ω) +
J∑

j=J0

∫
SO(3)

dϑ(ρ)WΨj

(ρ)(ℜω′Ψj)(ω), (8)

where dϑ(ρ) = sinβ · dα · dβ · dγ is the usual invariant measure on SO(3), J0 and J denote
the lowest and highest scale of the wavelet decomposition, respectively. In harmonic space,
the wavelet reconstruction is

f̂l,m =

√
4π

2l + 1
WΦ

l,m +Φl,0

J∑
j=J0

l∑
n=−l

(WΨj

)lm,nΨ
j
l,n (9)

and the admissibility condition [29] that a band-limited signal f can be decomposed and
reconstructed exactly is

4π

2l + 1
|Φl,0|2 +

8π2

2l + 1

J∑
j=J0

l∑
m=−l

∣∣∣Ψj
l,m

∣∣∣2 = 1, ∀l. (10)

Besides the good reconstruction quality, the spherical wavelet transform also shows the
excellent localization property [31] in spatial domain. Given any ζ ∈ R+

∗ , there exist strictly
positive constants C1, C2 ∈ R+

∗ , make that the directional scale-discretized wavelet Ψ ∈
L2(S2), centered on the North pole, satisfies the localization bound

|Ψ(θ, φ)| ≤ C1

(1 + C2θ)
ζ

(11)

where (θ, φ) ∈ S2 denotes the spherical coordinates with latitude θ ∈ [0, π] and longitude
φ ∈ [0, 2π].

3 SPHERICAL WAVELET WATERMARKING SCHEME

The spherical wavelet transform probes spatially localized features in signals on the sphere.
This property is desirable for hiding a watermark on the 360◦ VR video that is spherical
shape by nature. By manipulating the VR data on the sphere in SO(3) instead of the Eu-
clidean plane, the spherical domain watermarking can fully exploit the invisibility nature of
the spherical geometry space. Furthermore, the spherical wavelet shows an excellent local-
ization property in spatial domain. This property can be naturally exploited to design the
watermarking scheme that can resist to the cropping attack that is often used in viewport
rendering. Moreover, the wavelet transform on the sphere provides good reconstruction qual-
ity by generating the scale-discretized spectrum that is suitable for hosting the watermark.
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Taking into account these three advantages, we believe that the spherical wavelet transform
is suitable for VR video watermarking.
The proposed spherical wavelet watermarking scheme is based on the idea that the wa-

termark is hidden in the spherical wavelet spectrum domain of the VR video. Three novel
operations that are adapted to 360◦ VR video are proposed. First, based on the particular
characteristic of the spherical VR image that its rotation in the sphere corresponds to the
translational motion in the ERP image, we propose to utilize the equal angle rotation for
several continuous frames to defend against the inter-frame collusion attacks. Second, by
accommodating the viewport viewing feature of 360◦ VR video, we propose to use viewport-
oriented JND to mask the embedded watermark to guarantee its imperceptibility on the
rendered viewport. Third, unlike the traditional watermarking approach that computes
the normalized cross-correlation in the planar domain, we compute the normalized cross-
correlation in the spherical domain that considers the 3D rotations to accurately detect the
watermark with a spherical shape.

In this section, we first present the viewport-oriented JND model that is used to control
the watermarking strength and then introduce the spherical wavelet watermark embedding
and extracting schemes.

d

h

d ed

h

HMD

l
f

Microdisplay lens

Fig. 2. The optical design for a HMD

3.1 Viewport-oriented JND Model

Usually, 360◦ VR video is not directly viewed on the screen and it needs to be displayed
by rendering a viewport on HMD. Thus, the traditional just noticeable differences (JND)
model that is originally dedicated to the planar video cannot work efficiently for 360◦ VR
video. For a VR image, since only a part of VR data are displayed at a moment, the JND
needs to be detected in the viewport domain but not in the planar ERP image domain.
However, the user’s viewport positions are very difficult to be predicted in advance. In
contrast, the spherical video is the intermediate format that links all the projections as
well as the viewport rendering. In such situation, it is desirable to detect JND on the
spherical video. Moreover, the proposed JND model targets watermarking applications and
consequently it only focuses on the contrast sensitivity that is introduced by the embedded
watermark.

3.1.1 Spatial JND. It is well known that the HVS is sensitive to luminance contrast rather
than the absolute luminance value. Thus, the frequency sensitivity of the HVS can also be
adopted to capture the perceptual redundancy in the HVS. The discrete wavelet transform
(DWT) decomposition of an image provides a representation that mimics the multiple chan-
nel models of the HVS [32] and this property offers the potential to predict JND. Similarly,
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the spherical wavelet decomposition provides the potential to predict the viewport-oriented
JND. To find the visible luminance threshold Γy(υ) of the uniform noise on an image in
a decomposition orientation τ and spatial frequency υ, Watson at al. [33] summarized a
spatial frequency threshold model as

log(Γy(υ)) = log(a) + ~ · (log(υ)− log(gτ · υ0))2 (12)

where a is a constant (0.495), ~ the width (0.466), gτ · υ0 the minimum of the parabola
(υ0 = 0.401 and gτ is 1.501, 1, and 0.534 for the LL, LH/HL, and HH subbands). Eq. (12)
was measured from the psychovisual detection of noise added to the wavelet coefficients. The
four filtering orientations were supported in Eq. (12). However, only the scaling subband
decompositions are performed for the current SWT. To find the appropriate gτ · υ0, we
have to establish a correspondence between the scale κ in SWT and the filtering orientation
subbands in the DWT. Assume that Ns scaled subbands are obtained by the SWT, and
then the LL, LH/HL, and HH subbands in the DWT correspond to κ ≤ ⌈Ns/3⌉, ⌈Ns/3⌉ <
κ ≤ ⌈2Ns/3⌉, and κ > ⌈2Ns/3⌉ in SWT, respectively. In Eq. (12), υ is inferred from the
display visual resolution and the corresponding wavelet transform scale as

υ = r2−κcycles/degree, (13)

where r is the display visual resolution that is computed as

r = dv · dr · tan(
π

180
) ≈ dv ·

dr · π
180

≈ dv ·
dr
57.3

. (14)

In the above, dv is the viewing distance in cm and dr is the display resolution in pixels/cm.
Viewers typically watch 360◦ VR video using an HMD. The optical design of the HMD

introduces a micro-display that is located behind a magnifying lens, as shown in Fig. 2. The
distance d′ from lens to physical display is slightly smaller than the focal length fl of lens,
such that a magnified virtual image with size of h from a micro-displayed image with size
of h′ is optically created at a larger distance d. With the Gaussian thin lens formula, the
magnification M can be derived as

M =
fl

fl − d′
(15)

Furthermore, the display visual resolution for an HMD is computed as

r = dv ·
dr
57.3

= (d+ de) ·
dr
57.3

· 1

M
(16)

The embedded watermark information can be taken as a form of quantization error on the
image. The visibility of errors is mainly affected by the frequency sensitivity perceived by
HVS. The JND value from Eq.(12) is a spatial frequency threshold [33]. Consequently, the
JND value that measures the visibility of watermark-induced errors, indicates the strength
of embedded watermark signals. The JND model in Eq.(12) is originally designed for mea-
suring the visibility of the uniform quantization errors. Even though the watermarking
information in the image is usually not uniformly distributed, its subband can be approxi-
mately regarded as a uniform distribution [21] and further the watermark is approximately
taken as a complex visual masking result. Thus, the watermarking bits on the image can
be assumed as several sets of uniform errors over the discrete subbands. Since the variance
within a subband characterizes the spread of errors, it can be utilized to scale the JND
in each subband for approximating the uniform distribution of watermark-induced errors.
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Based on the measurement of variance within a subband, a simple adjustment is used to
scale the JND in that subband,

Γ′(υ) ≈ Γ(υ) · (1 + σ2(υ)

(Γ(υ))
2 )

1
2 (17)

where σ2(υ) is the variance within the watermarking region in luminance channel of VR
image.

3.1.2 SWT domain JND. The watermark is hidden into the wavelet coefficients. To control
the watermarking strength in SWT, the spatial domain JND needs to be converted to the
SWT domain JND. Thus, we need to estimate the size of wavelet coefficient error that pro-
duced the spatial JND. The spatial JND is expressed as the peak amplitude of the signal
detected by an observer and it relates to the peak of the spatial (impulse) response when
the wavelet pyramid is reconstructed [34]. In the wavelet transform, the wavelet decompo-
sition combines the low-pass and high-pass synthesis filtering to generate different scales of
wavelet coefficients. For the worst case in the wavelet synthesis filtering, the spatial JND
corresponds to a combination of maximum coefficient amplitudes for low-pass and high-pass
filters. Considering that different filtering coefficient amplitudes are used in different sub-
band of wavelet decomposition, the “worst case” conversion formula [34] for estimating the
SWT domain JND is derived as

Π(υ) =
Γ′(υ)

iτ · p(lw−1)
lw

(18)

where lw is either 1, 2, 3 that specifies the subband and iτ is either p2lw , plw×phw and p2hw
for

the subbands corresponding to κ ≤ ⌈Ns/3⌉, ⌈Ns/3⌉ < κ ≤ ⌈2Ns/3⌉, and κ > ⌈2Ns/3⌉, re-
spectively. plw = 0.788845 and phw = 0.852699 [34] are the maximum coefficient amplitudes
for low-pass and high-pass synthesis filters in the wavelet decomposition, respectively.

3.2 Spherical Watermark Embedding

The flowchart of of proposed watermark embedding scheme is shown in Fig. 3. The water-
mark Iw is a 2D array that consists of values in {+1,−1} generated by a pseudo-random
sequence generator where the seed represents the secret key K. By regulating K, Iw can be
repeated for tk continuous frames. To avoid the loss of watermarking strength that brought
by the direct embedding of bipolar watermark into the transform domain of the host image,
the watermark Iw is first transformed into the SWT coefficients that are then embedded
into the SWT spectrum of the host image.
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Note that the 360◦ videos are mostly available in large spatial resolutions so that the
viewport-dependent random access to the image data is necessary. To deal with the viewport-
dependent partial data transmission, the watermarks need to cover the whole image spatially.
We propose to divide the SWT coefficients of the host image into many longitude-latitude
grids that they have the same size. We call these grids tiles. The tiling process of SWT
coefficients is same with that in [6]. Each tile embeds one watermark and the watermarks
are the same in all the watermarked tiles of each frame.
To enhance the watermarking robustness against temporal filtering, we apply the rotation

operation in the sphere to regulate the watermark embedding positions. One temporal
watermarking group consists of tg = 6 continuous frames and each frame rotates 60◦ around
the south-north axis compared to the previous frame. The watermark is embedded in the
SWT domain of the luminance component of the rotated 360◦ image. After watermark
embedding, the cover image that contains the watermark will be inversely rotated to recover
the frame. Thus, coupling the temporally various watermarking positions for continuous tg
frames with the duplicate watermark content for continuous tk frames can keep a strong
resistance to the temporal synchronization attack and the watermark estimation attack.
To invisibly embed the watermark that can survive the lossy compression, the middle-high

frequency is selected for hosting the watermark. If Ns scales are obtained for the host image
after SWT, the middle-high subband ms = ⌈(Ns + 1)/2⌉ is used to host the watermark.
For watermarking, the planar luminance data for the host image is first projected to the
spherical luminance data. The spherical data is then analyzed with a directional Ns-scales
SWT. Assume the size of the VR image is W×H and the tile size in planar luminance data
is W

mw
× H

nw
, where mw and nw are the tile numbers in the horizontal and vertical directions,

respectively. For watermarking, the watermark is embedded in a block that is centered on
each tile. The watermark block size can be less than or equal to the tile size. In this paper,
we take the watermark size to be same as the tile size.

For the luminance component Y, the middle-high scale subband coefficient matrix Fms, o
wav y

with four orientations o = 1, 2, 3, 4 that represent 0◦, 90◦, 180◦ and 270◦ is used to host the
watermark signal. To let the watermark cover the whole image, the transform coefficient
matrix Wwav of the watermark Iw after a one-scale directional SWT is duplicated and
then embedded into each tile in Fms,o

wav y. To control the imperceptibility of the embedded
watermark, we propose to use visual masking to process the transformed watermark data.
The visual mask matrix Mms,o

wav y is generated as,

Mms,o
wav y =

∣∣Fms,o
wav y

∣∣/η (19)

where η denotes a factor that regulates the magnitude of the masking coefficients.
By masking the watermark signal, the watermarked transform coefficient matrix F̃ms,o

wav y

is written as

F̃ms,o
wav y = Fms,o

wav y + ξ × (Mms,o
wav y •W) (20)

where the symbol • denotes an element-wise matrix multiplication, W is a matrix that
consists of the element Wwav, and parameter ξ is used to tune the watermarking strength
under the help of viewport-oriented JND model. Assume the element in the ith row and
jth column in Mms,o

wav y •W is Ωms,o
wav y

∣∣
i,j
. Based on the proposed JND model, Ωms,o

wav y

∣∣
i,j

is

obtained as

Ωms,o
wav y

∣∣
i,j

=

{
Πy(υ)/ξ, if ξ · Ωms,o

wav y

∣∣
i,j

> Πy(υ)

Ωms,o
wav y

∣∣
i,j
, otherwise

(21)
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Fig. 4. The watermark detection in spherical domain

where Πy(υ) is the JND threshold in viewport domain. It is computed from the viewport-

oriented JND model in Eq.(18). Finally, F̃ms,o
wav y is inversely transformed to reconstruct the

watermarked luminance signal. The synthesized luminance component after inverse rotation
is next combined with the chrominance components to construct the complete 360◦ VR
video.

3.3 Watermark Detection

3.3.1 Watermark detection on the sphere. The flowchart of spherical domain watermark
detection is shown in Fig. 4. For watermark detection, only the key for generating the
original watermark is available. After the SWT transform of the luminance component, the
middle-high scale coefficient matrixes F̆ms,o

wav y (o = 1, 2, 3, 4) is constructed. Based on the
visual masking operation in Eq. (19), the inverse masking matrix for luminance component
is constructed as

M̆ms,o
wav y =


1

M̃ms,o
wav y(0, 0)

· · · 1

M̃ms,o
wav y(0,W)

...
. . .

...
1

M̃ms,o
wav y(H, 0)

· · · 1

M̃ms,o
wav y(H,W)

 (22)

where M̃ms,o
wav y is the visual mask matrix that operated on the F̆ms,o

wav y (o = 1, 2, 3, 4). Corre-

spondingly, the extracted transform coefficients form the watermark matrix
⌣

Wy with size
of mw × nw,

⌣

Wy = M̆ms,o
wav y • F̆ms,o

wav y
(23)

From
⌣

Wy, the embedded watermarks
⌣

Wwav y in the tiles are extracted. By performing

the spherical wavelet synthesis transform for
⌣

Wwav y, the extracted watermark Ĭw y is

constructed. Because Ĭw y is still the spherical signal, we compute the normalized spherical

cross-correlation (NSCC) between the extracted watermark Ĭw y and the original watermark
Iw for each frame to judge whether the watermark is present. The computation of cross-
correlation in the spherical domain, when compared to that in the ERP plane, can mitigate
the effect of distortion that is introduced by the projection from the sphere to ERP plane.
Based on the 3D rotation operation Λ(R) in SO(3) with R(α, β, γ) ∈ SO(3), the normalized
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spherical cross-correlation between reference image signal Ĭw y(ω) and template signal Iw(ω)
is defined as [35]

NSCC(R) =

∫
S2 (Ĭw y(ω)− Īw y(ω))Λ(R)(Iw(ω)− Īw(ω))dω√∫
W

[
Ĭw y(ω)− Īw y(ω)

]2
dω

∫
W
[
Iw(ω)− Īw(ω)

]2
dω

(24)

where W is the image window defined by the support of the template, and Īw y(ω) and

Īw(ω) denote the mean values of the signals Ĭw y(ω) and Iw(ω) in W, respectively.
Since

∫
S2 Λ(R)(Iw(ω)− Īw(ω))dω = 0 and Īw y(ω) is also a constant, the numerator in

Eq. (24) is written as ∫
S2
Ĭw y(ω)Λ(R)(Iw(ω)− Īw(ω))dω (25)

The integral in the denominator of Eq. (24) is computed over the support window W. By
using a support mask pR(ω) = Λ(R)p(ω) that rotates with the template signal, the integral
over W can be transferred to the sphere S2 as∫

W

[
Ĭw y(ω)− Īw y(ω)

]2
dω

=

∫
S2
pR(ω)

[
Ĭw y(ω)− Īw y(ω)

]2
dω

=

∫
S2
pR(ω)(Ĭw y(ω))

2
dω − 2Īw y(ω)

∫
S2
pR(ω)Ĭw y(ω)dω + (Īw y(ω))

2

∫
S2
pR(ω)dω

(26)

With the constant integral of the support mask, the mean value of the reference image
Īw y(ω) can be computed as

Īw y(ω) =

∫
S2 pR(ω)Ĭw y(ω)dω∫

S2 p(ω)dω
(27)

Thus, NSCC(R) in Eq. (24) can be computed by the integrals over S2.
After finishing the spherical correlation computation, we proceed to project the NSCC

to the plane by using the stereographic projection. Thus, the NSCC can be converted to a
planar form as the common normalized cross-correlation (NCC). Theoretically, the position
of the peak value of the computed planar NSCC approximately locates at central position
(x̄, ȳ) in the image tile for embedding watermark. Assume that the peak value of the planar
NSCC for the ith frame is Tp, its actual position is (xi, yi), and the Euclidean distance

between (xi, yi) and (x̄, ȳ) is di =

√
(xi − x̄)

2
+ (yi − ȳ)

2
. Normally, di is equal to zero.

When the position of the planar NSCC peak is not accurate for a certain frame, di will
be more than zero. We set a threshold value Th to identify the watermark. Th was set to
0.1 to guarantee a probability of false detection lower than 10−6 based on the approach in
[36]. If di is less than an empirical value of 10 and Tp > Th, the frame that is currently
detected is identified with the watermark. Here the threshold value di is selected as 10 after
the careful studies in several watermarking experiments. Once fifty percent of the frames in
one video sequence are identified with the watermark, the video sequence will be considered
to contain the watermark.

3.3.2 Watermark detection from viewport. During 360◦ VR video playback, the viewport is
rendered in real-time. Usually, the viewport data is not allowed to be saved for redistribution.
However, in some cases, the viewport data may be used without authorization. To avoid
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Fig. 5. Watermark detection from the viewport

the illegal distribution of the viewport data, the proposed watermarking scheme is capable
of detecting the watermark from the viewport.
The flowchart of the proposed watermark detection scheme from the viewport is shown in

Fig. 5. During detection, besides a key for generating the original watermark, the original
360◦ video is also available for locating the position of the watermarked viewport in the
sphere. In the general case, the viewport needs to be inversely projected to the sphere to
detect the watermark since the watermark is embedded in the spherical domain. For the
inverse projection, the exact viewport position on the sphere needs to be known in advance
and this can be finished by registering the viewport data on the sphere. For viewport regis-
tration, we use the “Planar vs. Omni” matching based on SIFT on the sphere [37] to find
the exact viewport position in the watermarked image. The spherical SIFT can efficiently
capture the local features in spherical coordinates and further find the viewport position ac-
curately by using the feature point matching. Since the feature point matching is performed
on the sphere, it generally requires several minutes to find the accurate viewport position.
After the viewport data is projected on the sphere, the spherical domain watermarking de-
tection approach is used to find the embedded watermark. Finally, the NSCC between the
original watermark and the extracted one is computed. If the peak position of the planar
NSCC deviates from the correct position by no more than an empirical Euclidean distance
of 10, the watermark for this viewport frame is considered to be present. If fifty percent
of the frames in one viewport sequence are predicted to contain the watermark, the entire
viewport video is considered as watermarked video.

4 EXPERIMENTAL RESULTS

The proposed watermarking scheme was tested on a group of 360◦ videos under different
types of attacks. The 360◦ VR video dataset included fifteen test sequences containing Kite-
Flite, Harbor, Trolley, Gaslamp, and AerialCity in MPEG [38]. These videos that contained
different scenes were split into sixty short clips with a duration of 4 seconds (120 frames)
for each in watermarking experiments. The spatial resolution of the sequences is 4096×2048
while the viewport covered 110◦ horizontal and 90◦ vertical field of view.

In our experiments, parameters dr, d and de that are needed for deriving viewport-oriented
JND were set to 240pixels/cm, 156cm and 1.8cm, respectively. For watermarking, the overall
number of scales Ns in the SWT decomposition was set to 3 and the scaling factor η in Eq.
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(a) Watermarked image and viewport by SWT-w-JND scheme

(b) Watermarked image and viewport by SWT-w/o-JND scheme

Fig. 6. Sample images for different watermarking schemes.(The left is the ERP image, the middle is
the viewport image, and the right is enlarged picture for the region covered by red rectangle)

(19) was set to 2 and 100 for watermark embedding and detection, respectively. mw and nw

were both set to 8. ξ was set to 0.1.
Until now, the existing VR video watermarking schemes are all performed in the planar

domain and our proposed watermarking scheme is the first work that performs this task
in the spherical domain. To evaluate the performance of the proposed spherical domain
watermarking, we compared it with the state-of-the-art DCT-based [28] and DWT-based
[44] planar ERP-domain watermarking scheme. They are currently the only two available
360◦ image watermarking schemes. Similar to the proposed 360◦ video watermarking scheme,
the texture-based 3D watermarking scheme [43] also demanded a watermark detection from
the 2D view of 3D object, and hence we also selected it as a baseline of VR video water-
marking to evaluate the performance of our proposed scheme.

4.1 Watermark Transparency

Watermarking adds redundant bits into the 360◦ VR video and inevitably introduces pixel
variations on the image. However, the HVS cannot always sense every pixel variation due
to its near-threshold properties. In this subsection, we evaluate the imperceptibility of the
added watermark via subjective viewport quality assessment. During the evaluation, the
watermarked and original 360◦ VR videos are viewed by a HTC vive focus HMD.

The Double Stimulus Impairment Scale (DSIS) method for 360◦ VR video in [39] was used
for evaluation. In DSIS, the raw reference video was presented first, and after a three-second
mid-grey display, the watermarked video followed. The specific test procedures followed
the specification in ITU-RBT.500 [40]. In these tests, the viewports were evaluated by a
total of 30 subjects (23 male, 7 female, ages 17 to 42). Subjects were asked to rate the
watermarking-induced degradations on a five-point scale (5: Imperceptible, 4: Perceptible
but not annoying, 3: Slightly annoying, 2: Annoying, 1: Very annoying). During the tests,
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Table 1. Subjective viewport quality rating

Sequence
Watermarked viewport for SWT-w-JND Watermarked viewport for SWT-w/o-JND

MOS CI PSNR(dB) MOS CI PSNR(dB)
KiteFlite 4.53 0.09 43.35 4.11 0.11 42.38
Harbor 4.31 0.12 42.84 3.89 0.10 41.47
Trolley 4.45 0.11 43.29 4.03 0.08 41.45
Gaslamp 4.42 0.13 43.17 3.92 0.14 40.64
AerialCity 4.34 0.13 42.93 3.97 0.09 40.66
Average 4.41 0.12 43.12 3.99 0.10 41.32

subjects were instructed to freely explore the 360◦ VR video scene. The mean opinion scores
(MOS) for the subjective quality evaluation tests with 95% confidence interval (CI) and the
objective PSNR values are summarized in Table 1.
The average MOS value in Table 1 is higher than 4 for the proposed SWT-based water-

marking scheme with viewport-oriented JND model (let’s abbreviate it to SWT-w-JND)
and it provides a larger value than the scheme without viewport-oriented JND model (let’s
abbreviate it to SWT-w/o-JND). The PSNR values for the ERP images in Table 1 also
verify this observation. It shows that the proposed SWT-w-JND watermarking scheme can
efficiently hide some information without damaging the perceptual quality of the viewport.
There are two reasons for this. On the one hand, the modification effects of coefficients on
the frequency domain by watermarking are spread over a large image area in the spatial
domain. On the other hand, the JND model controls the watermark embedding strength
efficiently based on the perceptual viewport quality metric.
For a visually intuitive insight into the result, we offer the viewport images and ERP

images for the KiteFlite video in Fig. 6 for different watermarking schemes. In Fig. 6 (b), a
few noising artifacts (for example, the artifacts near the palisade) can be perceived in the
watermarked viewport for SWT-w/o-JND scheme as shown in the enlarged picture. The
visual comparison among the viewport images illustrates the effectiveness of the proposed
JND model in viewport watermark transparency.

The watermark visibility is also related to the embedding strength. We measured the
perceptual qualities for different values of watermark strength parameter ξ and the results
are shown in Fig. 7(a). The MOS value is the average result over all the test clips. It can
be seen from Fig. 7(a) that the SWT-w-JND scheme has always a higher perceptual quality
than the SWT-w/o-JND scheme. When the value of ξ is less than 1, the MOS values for
the SWT-w-JND scheme are above 3.0. When the value of ξ is larger than 1, the MOS
value for SWT-w/o-JND scheme deteriorates rapidly (less than 3.0,) while the MOS value
for SWT-w-JND scheme is still above 3.0. This indicates that the watermark for SWT-
w/o-JND scheme will be visible when the value of ξ is larger than 1. Fig. 7(b) shows the
NSCC values for the increasing ξ. In comparison with Fig. 7(a), when the value of ξ is
less than 0.1, the two schemes have relatively small NSCC values despite the large MOS
values in Fig. 7(b). Thus, the trade-off between the watermarking invisibility and detection
robustness is achieved in the vicinity of 0.1 for ξ.

4.2 Viewport-dependent watermark detection

In the experiments, we tested all the sequences for watermark detection from the viewport.
The viewports were randomly selected. In the watermark detection, the viewport position
estimated by the spherical SIFT sometimes deviates a bit from the correct one. Because
the original viewport watermark pattern also uses the same position as the estimated one,
this small deviation of the viewport position will be tolerated when seeking the peak value
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Fig. 7. The perceptual qualities and NSCC values for the increasing ξ

for NSCC computation. Thus, the small error of the viewport position has almost no effect
on the robustness of the viewport watermark detection.
Fig. 8 shows the average NCC and planar NSCC peak value over all the frames for

viewport watermark detection. It can be seen from Fig. 8 that when the watermark is de-
tected from the viewport, spherical domain watermarking has higher watermark strength
than the DCT-based and DWT-based ERP-domain watermarking. Due to the addition-
al pre-processing procedure to avoid embedding the watermark into the area with large
spherical projection distortion, the DWT-based ERP-domain watermarking obtains high-
er watermark strength than the DCT-based one. When compared with spherical domain
watermarking, viewport watermark detection in the ERP-domain watermarking requires
more forward and backward projections from viewport to ERP plane. This introduces larg-
er projection-induced distortion on the video, while it also leads to a negative effect on the
performance of viewport watermark detection.
During ERP to sphere projection, the video distortions at the two poles are larger than

those at the equator of the sphere. In Fig. 8, we notice that the gap between the planar
NSCC of the SWT-based scheme and the NCC of ERP-domain scheme (either the DCT-
based or the DWT-based scheme) for the Harbor sequence is larger than that of the other
sequence. After analyzing the viewport position data, we found that more viewports at the
two poles in the sphere were selected for the Harbor sequence which led to this larger gap.
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Fig. 8. The average NCC (or planar NSCC) peak value for viewport watermark detection
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4.3 Security analysis

Video watermarking is vulnerable to the inter-frame watermark attacks. Watermark estima-
tion remodulation (WER) [46], and temporal frame averaging (TFA) [47] are both typical
inter-frame attack approaches for removing video watermarks. In this subsection we evalu-
ate the performance of the proposed watermarking scheme in presence of the above attacks.
Since the watermark can be detected in either ERP-domain or viewport-domain of VR
video, these domains are also assumed as the targets of attacks. In the WER attack, the
difference between a frame and its low-pass filtered version was computed as the rough esti-
mate of the watermark in one frame, and after that the refined estimate of the watermark
was obtained by averaging the rough estimations of the watermark extracted from a large
number of consecutive frames that constituted a temporal window. Regarding the TFA at-
tack, the low-pass filtering and temporal averaging were used to process the watermarked
frames over a temporal window.
The NSCC peak values for detecting watermarks of several VR video clips after WER

attack over different sizes of temporal window are shown in Fig. 9. It can be seen from
Fig. 9(a) that initially the NSCC peak values decrease slowly with the enlarged size of
window, but from the 12th frame, the NSCC peak values gradually increase and finally
keep approximately constant over the increased size of window. In Fig. 9(a), the average
NSCC peak values after ERP-domain attack for all test clips are still larger than 0.4. It
is because the same watermark is repeated for the consecutive tk = 12 frames, and the
embedding position of the watermark changes frame by frame within successive tg = 6
frames. Consequently, the watermarks embedded at the same spatial positions in different
frames are almost uncorrelated within a short period but intermittently correlated within
a long period. As a result, the WER attack achieves a very low probability to successfully
remove the watermark in ERP-domain. Similarly, due to the dynamic change of viewport
in temporal dimension, the watermarks among the consecutive viewport frames are nearly
uncorrelated and also the image contents in successive viewport frames are different. This
leads to almost the same NSCC peak values with those before attack in Fig.9(b). It indicates
that the WER attack to the viewport video is not very useful.
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(b) Viewport-domain attack

Fig. 9. Average NSCC peak values after WER attacks using different size of window.

Fig.10(a) shows the NSCC peak curves for different sequences after ERP-domain TFA
attack. It can be seen from Fig. 10(a) that the NSCC peak values for each video clip
gradually decrease from the start until the size of window is 6 and then slightly increase
until the size of window is 12. The short-term uptrend of the NSCC peak values in the
middle of the curve in Fig10(a) illustrates that the proposed scheme has a light-weight
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Fig. 10. Average NSCC peak values after TFA attacks using different size of window.

defense against the TFA attack in ERP-domain. However, the final decline trend of the
NSCC peak curve shows that the TFA attack in ERP-domain might be able to extract
the watermark. But it should be noted that the attack will introduce the significant visual
distortions. As for viewport-domain attack, Fig. 10(b) shows the NSCC peak curves for
different VR video sequences after TFA attack. It can be seen from Fig. 10(b) that the
NSCC peak values are mostly below 0.3, that is a value slightly less than those before
attack. It indicates that the TFA attack is possible to remove the watermark. But it is
obviously that the attack will result in a very poor visual quality due to averaging the
totally different contents in successive viewport frames.

4.4 Robustness to attacks

4.4.1 Compression and scaling attack. Since the proposed approach hides the information
into the raw signal, compression and spatial scaling can both be used to attack the water-
mark. We simulated the scaling attacks that downscale the 360◦ VR video from the original
resolution to 3072×1536, 2048×1024 and 1536×768. The false negative rates (FNRs) under
the scaling attacks are summarized in Table 2. The results are averaged over all the tested
360◦ videos. From Table 2, it can be seen that the proposed watermarking scheme and the
ERP-domain (DCT-based and DWT-based) watermarking schemes can all successfully de-
tect watermarks in their embedded domain under the attacks with scaling ratio exceeding
0.5. However, when detecting the watermark from the viewport, the proposed watermarking
scheme presents significantly smaller detection errors than the DCT-based and DWT-based
schemes for all the resolutions.

Table 2. FNR (%) of watermark detection for downscaling attacks

Scaling ratio Detection from 360◦ data Detection from viewport

—–
Proposed
scheme

DCT-based
scheme

DWT-based
scheme

Proposed
scheme

DCT-based
scheme

DWT-based
scheme

4096×2048 (1×1) 0 0 0 1.12 12.24 8.27
3072×1536 (0.75×0.75) 0 0 0 4.35 18.87 14.33
2048×1024 (0.5×0.5) 0 0 0 9.13 39.29 25.44

1536×768 (0.375×0.375) 1.17 3.17 2.21 14.92 56.74 43.29

To simulate the compression attack, we used HEVC [41] to encode the watermarked
360◦ VR video. For the simulation, the hierarchical B coding structure with a GOP =16 was
used. Quantization parameters (QP) with values 25, 30, 35 were tested. Usually, compression
attacks are accompanied by image scaling. We simulated the combined attacks with different
encoding QPs (25, 30 and 35) and scaling ratios (0.75×0.75 and 0.5×0.5). The watermark
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Table 3. FNR (%) of watermark detection for different compression attacks

QP Scaling ratio Detection from 360◦ data Detection from viewport

—– —–
Proposed
scheme

DCT-based
scheme

DWT-based
scheme

Proposed
scheme

DCT-based
scheme

DWT-based
scheme

25 0.75×0.75 0 0 0 6.39 22.74 18.51
25 0.5×0.5 1.24 2.89 1.91 10.51 41.18 39.23
30 0.75×0.75 0 0.87 0.49 8.82 26.27 22.12
30 0.5×0.5 2.31 5.59 4.81 14.41 44.79 36.35
35 0.75×0.75 4.96 7.32 6.34 13.17 38.33 34.33
35 0.5×0.5 6.18 11.25 9.38 18.78 53.11 46.95

Table 4. FNR (%) of watermark detection for noise and contrast change attacks

Attack Detection from 360◦ data Detection from viewport

—
Proposed
scheme

DCT-based
scheme

DWT-based
scheme

Proposed
scheme

DCT-based
scheme

DWT-based
scheme

Gaussian noise (0.04) 0 0 0 0 0.43 0
Gaussian noise (0.1) 0 1.83 1.27 2.45 3.21 2.87

Contrast change (30% ) 0 0 0 0 0 0
Contrast change (70%) 0 0.62 0.34 0.52 1.1 0.96

detection results are shown in Table 3. It can be seen from Table 3 that the proposed scheme
provides similar FNRs with the DCT-based and DWT-based schemes when the watermark
is detected on the originally embedded domain. But for the detection from viewport, the
proposed scheme offers significantly lower FNR values when compared to the DCT-based
and DWT-based ERP-domain schemes.

4.4.2 Noise and contrast change attack. As the commonly-used image processing operations,
adding white Gaussian noise and changing contrast are often used to attack the watermarked
video. In the experiments, the pollution to the watermarked video by adding the zero-mean
white Gaussian noise (default variance value of 0.04 and 0.1) was tested for watermark
detection. In the contrast change attack, the contrast of watermarked frame was adjusted
based on the image’s histogram, and the 30% and 70% contrast change rates were simulated.
Table 4 shows the VR video watermark detection results after noise and contrast change
attacks. It can be seen from Table 4 that the proposed scheme works better against the
Gaussian noise pollution compared to the DCT-based and DWT-based schemes. For the
contrast change attack, it alters slightly the intensity of image pixel in spatial domain, so
that it makes little impact on transform-domain watermarks. The low FNR values for all
the three schemes in Table 4 verify this observation.

4.4.3 Geometry attack. Fig. 11 shows the results for a rotation attack in the 360◦ VR video
watermarking system. In these results we performed rotations within 10◦ of the compressed
videos (QP=25) with accompanying the appropriate cropping for the ERP image. It can be
seen from Fig. 11 that the proposed spherical domain watermarking is robust to a rotation
attack and especially for the viewport watermark detection, it shows lower FNRs than
the DCT-based and DWT-based ERP-domain schemes. The proposed scheme supports
viewport-dependent watermark detection, and it is naturally robust to the cropping attack.
For watermark detection from viewport, the raw 360◦ VR video in the ERP format is usually
needed to seek the viewport position and hence it is also used to register the rotated version
of the watermarked 360◦ VR video, and then the watermark is detected in the spherical
domain of the registered version. The registration improved the correlation between the
extracted watermark and the original one. For watermark detection from the spherical
domain and the ERP domain, the registrations were not used since they still keep the blind
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Table 5. FNR (%) of watermark detection after Cubemap conversion attack

QP Scaling ratio Detection from 360◦ data Detection from viewport

—– —–
Proposed
scheme

DCT-based
scheme

DWT-based
scheme

Proposed
scheme

DCT-based
scheme

DWT-based
scheme

25 0.75×0.75 8.29 13.74 12.45 22.67 34.21 30.22
25 0.5×0.5 14.25 21.63 17.39 38.83 47.28 42.73
30 0.75×0.75 9.45 16.22 14.47 27.53 39.67 34.39
30 0.5×0.5 11.64 18.47 16.33 35.49 61.39 52.25
35 0.75×0.75 19.38 21.49 17.32 29.17 43.47 39.48
35 0.5×0.5 26.91 35.21 31.49 41.78 62.94 57.39

watermark detection feature. This is why the FNRs for watermark detection from viewports
are sometimes lower than those for spherical or ERP domain in Fig. 11.
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Fig. 11. Watermark detection results for rotation attacks (Averaged over all sequences)

4.4.4 Format conversion attack. The ERP format is often used for 360◦ VR video. How-
ever, after embedding the watermark in the ERP version, the other projection formats
transformed from the watermarked ERP version can also be used to attack the watermark
in 360◦ VR video. When the other format is used for 360◦ VR video applications, the other
format will be first projected to the embedding domain and then the watermark is extracted
from that domain. To evaluate the effects of format conversion on watermark detection, we
tested the 4×3 Cubemap format attack. The attack combines compression and scaling, and
the related watermark detection results are shown in Table 5. It can be seen from Table
5 that the proposed scheme shows a clear superiority to the DCT-based and DWT-based
ERP-domain schemes in watermark detection rates even the larger FNRs compared with
Table 3.

4.4.5 Camcording attack. The VR viewport display is enclosed by the helmet, and it is
difficult to capture the 360◦ VR video with a camcorder. HMD viewing is naturally immune
to the camcording attack. However, 360◦ VR video is sometimes played on a desktop screen.
In such case, the 360◦ VR video can be captured by a camcorder. We used an iPhone 7
camera to simulate the camcording attack to 360◦ VR video playback (viewport viewing)
on a desktop screen. During the simulation, the viewports at various positions were tested.
Fig. 12 shows the watermark detection results averaged over all 360◦ videos captured by a
camcorder. The iPhone 7 camera adopts the AVC/H.264 codec to encode the captured video.
Counting in the captured distortion, camcording actually simulated a comprehensive attack
by combining compression, scaling, rotation and cropping. It can be seen from Fig. 12 that
under the desktop screen camcording attack, although the three watermarking schemes offer
larger FNRs with increasing scaling ratio, the proposed scheme provides the best robustness
among all the three schemes for viewport watermark detection.
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Fig. 12. Viewport watermark detection results under camcording attacks

Table 6. FNR (%) of watermark detection from viewport for different attacks

Attacks Proposed scheme 3D watermarking scheme [43]
Compression(QP=35) 10.83 24.21

Scaling (0.5×0.5) 9.13 18.32
Gaussian noise (0.1) 2.45 13.64

Contrast change (70%) 0.52 16.32
Rotation (5◦) 6.23 51.35

Format conversion 21.87 65.64
Camcording 28.53 79.72

4.5 Comparison with 3D watermarking scheme

The proposed watermarking scheme embeds the watermark in the spherical 360◦ data in
3D space. It has similar application properties with texture-based 3D watermarking. The
texture-based 3D watermarking scheme embedds the watermark into the textures of 3D
objects and extracts the watermark from the partially reconstructed texture of the 2D view
of the 3D object. In texture watermarking, the Eurëmark algorithm [43] was used. When the
texture-based 3D watermarking scheme is used for VR video, the ERP image and viewport
image are regarded as the texture image and the 2D view of object, respectively, and the
watermark is extracted from the recovered viewport data in the ERP image. Table 6 presents
the viewport watermark detection results of the proposed scheme compared with that of
the texture-based 3D watermarking scheme after different types of attacks. Table 6 shows
that all of the results for the proposed scheme are superior to those of the texture-based 3D
watermarking scheme. It illustrates that the proposed scheme that embeds the watermark
in the spherical domain is more robust to attacks than the texture-based 3D watermarking
scheme that embeds the watermark in the planar texture domain.

5 CONCLUSION

Aiming for 360◦ VR video copyright protection, this paper proposes a spherical domain
watermarking scheme. By considering the advantage of the spherical shape in 360◦ VR
video representation, the spherical wavelet transform for 360◦ VR video is exploited to hide
the watermark in the sphere spectrum. At the same time, the viewport-oriented JND model
is proposed to regulate the watermark strength to guarantee watermark transparency by
accommodating the HMD viewing conditions. Watermark detection both from the spherical
domain and the viewport projection are supported. When compared to the state-of-the-
art DCT-based or DWT-based ERP domain watermarking, the proposed system provides
similar robustness to the common attacks that are used for planar videos but offers better
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robustness to the viewport-dependent transmission attack that is engineered specifically for
360◦ VR video.
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