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1. Motivation

3. Our Tool

e Power consumption remains #1 constraint of fu- ¢ GemFI is based on the Gem5 simulator. e Faults are described in an input file provided by

ture systems.

o Allows fault injection in both functional and the user.
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munity must solve. rBranch{Predictor FroDacode e Provides function calls to permit fault injection to
e Thereis a need to perform a thorough analysis of specific applications/threads.
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e Create a full system fault injection and analysis A e Values in a location can be corrupted in a variety

tool. _: of ways.
e Easily extensible to cover various ISAs and CPU R i st
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4. Optimization Techniques 5. Results

e Entire simulation can be executed in parallel. e Running simulations in parallel in 27 worksta-

tions with 4 cores per workstation we obtained

When finishing an experiment
the workstation moves the

A master server
contains all the

remaining experiments r:ys;;!:;fgm:;:e“!;cr:l ;::: Speedups Of 103X.
system
‘—»a« —%4—‘ e The checkpointing methodology results to addi-
When fnishing with a tional speedups varying from 2.36x up to 41.84x.
experiment a workstation After finishing the fault

looks for possible _ injection campaign all results
remaining experiments are stored on the NFS

e We executed 2500 fault injection campaigns per
application.

Monte Carlo Pl Jacobi

e FHach workstation may execute more than one
experiment simultaneously, depending on the
number of cores and RAM configuration.

e Checkpointing is necessary to avoid loss of sim-
ulations.

e “Clever” checkpointing can also speed-up sim- -HWEN | AR |
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