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Abstract. Traffic engineering encompasses a set of techniques that can
be used to control the flow of traffic in data networks. We discuss several
of those techniques that have been developed during the last few years.
Some techniques are focused on pure IP networks while others have been
designed with emerging technologies for scalable Quality of Service (QoS)
such as Differentiated Services and MPLS in mind. We first discuss traffic
engineering techniques inside a single domain. We show that by using a
non-linear programming formulation of the traffic engineering problem it
is possible to meet the requirements of demanding customer traffic, while
optimising the use of network resources, through the means of an auto-
mated provisioning system. We also extend the functionality of the traffic
engineering system through policies. In the following, we discuss the tech-
niques that can be used to control the flow of packets between domains.
First, we briefly describe interdomain routing and the Border Gateway
Protocol (BGP). Second, we summarise the characteristics of interdo-
main traffic based on measurements with two different Internet Service
Providers. We show by simulations the limitations of several BGP-based
traffic engineering techniques that are currently used on the Internet.
Then, we discuss the utilisation of BGP to exchange QoS information
between domains by using the QOS_NLRI attribute to allow BGP to
select more optimum paths. Finally, we consider the multi-homing prob-
lem and analyse the current proposed IPv6 multi-homing solutions are
analysed along with their impact on communication quality.

1 Introduction

The Internet is becoming a targeted support for a wide range of IP service
offerings, ranging from dial-up access to more sophisticated offers, such as Virtual



Private Networks. The success of some of these services is now conditioned by
the ability of the service providers to commit on the provisioning of a guaranteed
level of quality, which will possibly be negotiated with the customer, and which
will depend on the network resource availability.

Internet Traffic Engineering (TE) is one of the methods that can be used by
service providers to commit to those guarantees. TE is defined as that aspect of
Internet network engineering dealing with the issue of performance evaluation
and performance optimisation of operational IP networks [1]. Different tech-
niques are applicable for isolated domains, also called autonomous systems (AS)
and for the global Internet which is composed of more than 13.000 distinct ASes.
This chapter discusses both these applications of traffic engineering.

Inside a single domain, Traffic Engineering systems can be categorised based
on the different TE styles and views [1]. Time-dependent TE uses historical in-
formation based on periodic variations in traffic to pre-program routing plans
and other TE control mechanisms, while state-dependent TE adapts dynami-
cally the routing plans based on the current state of the network. The route
computation can be done either on-line or off-line. In centralised TE a central
authority determines the routing plans and other TE control parameters, while
in distributed TE route selection is determined by each router autonomously,
based on the router’s view of the state of the network.

Differentiated Services (DiffServ) [2] is the emerging technology to support
Quality of Service (QoS) in IP backbone networks in a scalable fashion. Multi-
Protocol Label Switching (MPLS) [3] can be used as the underlying technology to
support traffic engineering. It is possible to use these technologies in conjunction
in order to provide adequate quality guarantees for traffic with QoS requirements.
This can be done through careful traffic forecasting based on contracted services
with customers and subsequent network provisioning in terms of routing and
resource provisioning. In the first part of this chapter we discuss how to meet
traffic requirements while optimising the use of the intra-domain resources with
a traffic engineering system. In addition we use the policy-based management
paradigm [4] to dynamically guide the behaviour of the traffic engineering system
that provisions the network in order to meet high-level business objectives.

Besides the need to optimise the flow of packets inside a network, there is
also a strong need to optimise the flow of packets between networks. At the time
of writing, MPLS is not yet used to solve traffic engineering purposes between
domains. Thus the only solution today is to rely on the existing interdomain
routing protocol, namely the Border Gateway Protocol [5].

In the second part of this chapter, we focus on four issues related to the sup-
port of traffic engineering across interdomain boundaries. The first issue has to
do with the characteristics of the interdomain traffic that we summarise based
on measurements taken from several ISPs. A second issue is how BGP can be
used to control the flow of best-effort interdomain traffic. We highlight the limi-
tations of the current BGP-based traffic engineering techniques through simula-
tions. However, as mentioned earlier, Differentiated Services are more and more
used inside isolated autonomous systems and there is a clear need to support



similar services across interdomain boundaries. One of the ways to provide such
services is by extending BGP to distribute QoS information. The last issue that
we address is that autonomous systems are often multi-homed, i.e. connected to
several providers. This multi-homing is often used to improve the performance
or reduce the cost of the interdomain traffic. However, this multi-homing also
stresses the interdomain routing system by increasing the size of the BGP routing
tables. Better multi-homing strategies are currently being developed for IPv6.

This chapter is divided in two main parts. The first part focuses on intra-
domain traffic engineering and begins with Sect. 2 that presents the related work.
Then, Sect. 3 describes a Traffic Engineering System Architecture. Section 4
describes the system’s operation cycle and in Sect. 5 we present an algorithm
for network dimensioning, i.e. offline traffic engineering, with some simulation
results. In Sect. 6 we enlist the potential policies related to network dimensioning
and we present a policy enforcement example.

The second part of the chapter is devoted to the issues that arise when con-
sidering the interconnection of distinct domains. In section 7 we briefly describe
interdomain routing and the BGP protocol. Then, in section 8, we summarise
the characteristics of interdomain traffic. In section 9.1, we show the difficulty of
selecting Internet paths based on the current BGP attributes by studying BGP
routing tables from various ISPs. In section 9.2, we present a detailed simulation
study of the performance of one technique often used by ISPs to control their
incoming traffic. Section 10 is devoted to the discussion of QoS extensions to
BGP. Finally, in section 11 the discuss several approaches to the multi-homing
problem in both IPv4 and IPv6 environments.

2 Related Work in Intra-domain Traffic Engineering

The problem of traffic engineering has attracted a lot of attention in recent years.
Traffic Engineering entails the aspect of network engineering that is concerned
with the design, provisioning, and tuning of operational Internet networks. In
order to deal with this important emerging area, the Internet Engineering Task
Force (IETF) has chartered the Internet Traffic Engineering Working Group
(tewg) [6] to define, develop, specify, and recommend principles, techniques and
mechanisms for traffic engineering in IP-based networks. The IETF has defined
the basic principles for traffic engineering [1], the requirements for MPLS traffic
engineering [7], and the requirements to support the inter-operation of MPLS
and Diffserv for traffic engineering [8]. It is in the plans of tewg to look into
technical solutions for meeting the requirements for Diffserv-aware MPLS traffic
engineering, the necessary protocol extensions, inter-operability proposals and
measurement requirements. In addition there some recent proposals in the IETF
to extend the information included in Link State Advertisements (LSAs) of intra-
domain routing protocols, like Open Shortest Path First (OSPF). The traffic
engineering extensions [9] to OSPF, will enable the flooding of the extended
LSAs to all routers within a domain, which will then store the received TE



information into a TE Database (TED) so that it can be facilitated by constraint
path computation algorithms.

Two similar works with the work presented here are the Netscope [10] and
RATES [11]. Both of them try to automate the configuration of the network in
order to maximise network utilisation. The first one uses measurements to derive
the traffic demands and then by employing the offline algorithm described in
[12] it tries to offload overloaded links. The latter uses the semi-online algorithm
described in [13] to find the critical links which if they are chosen for routing
will cause the greatest interference (i.e. reduce the maximum flow) of the other
egress-ingress pairs of the network. Both of these works do not take into account
any QoS requirements and only try to minimise the maximum load of certain
links.

The traffic engineering and provisioning work we will describe in the following
sections is aimed to be used in conjunction with service management function-
alities [14], and all together could be parts of an extended Bandwidth Broker
(BBs) [15]. A BB is an agent that works within a domain, keeps track of the
domain’s resource allocation and accepts or rejects new requests for using the
network [15]. The extended BB could in addition provision the network, and thus
by creating the resource allocation is in position to take more flexible decisions.
Another functionality to which a BB can play an intermediate role is that of
end-to-end allocation of resources, built through the peering connections with
the adjacent domain’s BBs. There were recently some proposals for such end-to-
end frameworks [16] and [17]. The work in [16] proposes a two level admission
control, one for the provisioning of QoS-pipes between and within domains, and
a second level for individual flows which make use of the pre-provisioned QoS-
pipes. This two level approach to admission control, proposed also in [18], fits
very well with our two-level traffic engineering system and thus could be used
in conjunction, to form parts of a BB. This chapter will focus on the traffic en-
gineering and provisioning functionalities of the BB, a broad discussion on the
service engineering functionalities can be found in [19].

The offline traffic engineering and provisioning, which we collectively call
network dimensioning, algorithm described later in this chapter targets to solve
problems that can be categorised as (class-based) offline traffic engineering [1].
Such problems can be naturally modelled as multi-commodity network flow op-
timisation problems [20]. The related works use optimisation formulations, fo-
cusing on the use of linear cost functions, usually the sum of bandwidth re-
quirements, and in most of the cases they try to optimise a single criterion, i.e.
minimise the total network cost.

The advantage of the linear problem formulation is that it can be optimally
solved by using linear programming methods, i.e. the network simplex algorithm
[20]. On the other hand, a linear cost function of link load does not penalise
heavily-loaded links enough, resulting in poorer traffic distribution across the
network. In addition, such linear formulations can take into account more than
one optimisation criteria as a linear combination of the respective objectives
which is not very flexible. In our approach presented here, we formulate the



problem in a non-linear fashion, combining as criteria the minimisation of both
total network cost and of maximum link load.

In [21] the traffic-engineering problem is seen as a multi-priority problem,
formulated as a multi-criterion optimisation problem on a predefined traffic ma-
trix. This approach uses the notion of predefined admissible routes that are
specific for each QoS class and each source-destination pair, where the objective
is the maximisation of the carried bandwidth. In [22], the authors address the
resource allocation and routing problem in the design of Virtual Private Net-
works (VPNs). The main objective is to design VPNs which will have allocated
bandwidth on the links of the infrastructure network such that, when the traffic
of a customer is optimally routed, a weighted aggregate measure over the ser-
vice provider’s infrastructure is maximised, subject to the constraint that each
VPN carries a specified minimum. The weighted measure is the network revenue,
which is a function of the traffic intensity. The algorithm proposed in that paper
solves first the optimal routing problem for each VPN independently. Then it
calculates for each VPN the linear capacity costs for all the links. These quan-
tities are used to modify appropriately the current capacity allocations so that
the network revenue of the infrastructure network for the new capacities is max-
imised. It is shown in [22] that this is equivalent to minimising a linear function
of the capacity costs subject to constraints imposed by the link capacities.

In [23] a model is proposed for off-line centralised traffic engineering over
MPLS. This uses one of the following objectives: resource-oriented or traffic-
oriented traffic engineering. The resource-oriented problem targets load balanc-
ing and minimisation of resource usage. Capacity usage is defined as the total
amount of capacity used and load balancing is defined as one minus the maximal
link utilisation. The objective function that has to be maximised is a linear com-
bination of capacity usage and load balancing, subject to constraints imposed
by the capacity of the links. The traffic-oriented model suggests an objective
function that is a linear combination of fairness and throughput, where through-
put is defined as the total bandwidth guaranteed by the network and fairness
as the minimum weighted capacity allocated to a traffic trunk. In [24] the au-
thors propose an algorithm which has two phases, a pre- processing phase and
an on-line one. In the pre-processing phase the algorithm uses the notion of
multi-commodity flows, where commodities correspond to traffic classes. The
goal is to find paths in the network to accommodate as much traffic as possible
from the source to the destination node. The algorithm tries to minimise a lin-
ear cost function of the bandwidth assigned to each link for a traffic class. The
second phase performs the on-line path selection for LSP requests by using the
pre-computed output of the multi-commodity pre-processing phase.

The offline traffic engineering works discussed so far, are assuming that the
anticipated traffic is estimated in the form of a traffic matrix on ingress to egress
node basis with fixed quantities as expected bandwidth requirements. The work
in described in [25], relaxes the last requirement, and proposes the stochastic
traffic engineering framework, where the entries in the traffic matrix are not
fixed values but are based on some Gaussian distribution. The authors found



that the variability of the demand has a great impact on path selection. Though
this last work improves the assumption on traffic matrix with fixed values, it
is still based on the ingress to egress assumption, which is known as the pipe
model. The authors of [26] first proposed the hose resource provisioning model,
where there is no need for a full traffic matrix but we only need to know the
total traffic an border node injects/receives into/from the network. This work
introduced algorithms for designing minimum cost networks based on the hose
model, based on the steiner tree approach [26], while in [27] proved that the
optimal hose provisioning problem is NP-hard and proposed some heuristics.
Finally, [28] discusses the bandwidth efficiency of the hose model compared to
the pipe and gives a lower bound for the hose model realisation.

Works like [12], [29] and [30] try to achieve optimal routing behaviour by
appropriately configuring the shortest path routing metrics, assuming no MPLS
is supported by the network. Wang et al. in [29] proved theoretically that any
routing configuration, including the optimal one, could be achieved by the ap-
propriate setting of the shortest path routing metrics.

Finally, online algorithms are mainly based on extensions of the QoS-routing
[31], [32]. These approaches are heuristics, recently known in the IETF as Con-
straint Shortest Path First (CSPF), which utilise information kept in traffic
engineering databases populated through information obtained from the routing
flooding mechanisms [9] about link capacities, unreserved capacity, colour affini-
ties etc. Other online traffic engineering approaches [33], [34] and [35] mainly
focus on load balancing on multiple equal or non-equal cost paths.

3 Two-level Intra-domain Traffic Engineering

In [36] we proposed a two-level traffic engineering system operating both at
long-to-medium and medium-to-short time scales. The relevant architecture is
depicted in Fig. 1.

At the long-to-medium time scale, Network Dimensioning maps the traffic
requirements to the physical network resources and provides dimensioning direc-
tives in order to accommodate the predicted traffic demand. At the medium-to-
short time scales, we manage the routing processes in the network, performing
dynamic load balancing over multiple edge-to-edge paths, and we ensure that
link capacity is appropriately distributed among the PHBs in each link by appro-
priately selecting the scheduling discipline and buffer management parameters.
This part is realised by the Dynamic Route and Dynamic Resource Management.

Dynamic Route Management operates at the edge nodes and is responsible
for managing the routing processes in the network, performing mainly dynamic
load balancing. An instance of Dynamic Resource Management operates at each
router and aims to ensure that link capacity is appropriately distributed among
the PHBs in that link by setting the relevant buffer and scheduling parameters.
By setting appropriately how the link capacity is partitioned between the several
queues and if they can make use of any unused capacity or if they act in isolation,
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Fig. 1. Two-level Traffic Engineering

as in hierarchical scheduling disciplines, we can achieve the performance targets
that were set by Network Dimensioning.

It should be noted that in this traffic engineering approach, MPLS LSPs are
used purely to denote a set of explicit paths, without having explicitly assigned
bandwidth within the network, while the proposals in the IETF [7], [37] and
research efforts [22], [23] assume that bandwidth is assigned to LSPs. Network
dimensioning comes up with a set of LSPs realising a traffic trunk and logically
associated bandwidth, e.g. for the A-Z 1.2Mbps trunk, LSPs A-B-D-Z 0.4Mbps,
A-E-7Z 0.5Mbps and A-F-G-Z 0.3Mbps may be produced, but the bandwidth
association is only kept at the ingress node (A in this case), with Dynamic Route
Management performing load balancing of incoming traffic to those LSPs.

In summary, through this approach network provisioning is effectively achieved
by taking into account both the long-term service level subscriptions in a time-
dependent manner and the dynamic network conditions that are state-dependent.
We argue that both levels are necessary when considering an effective traffic engi-
neering solution, since when used independently they have shortfalls (centralised
vs. distributed, time- vs. state-dependent, static vs. dynamic), which can only be
overcome when they are used in conjunction.

4 Service-driven Class-based Traffic Engineering

The Traffic Engineering system presented in the Sect. 3 does not act in isolation
but is driven by service level functions [14], not depicted in Fig. 1, for offering
and establishing Service Level Agreements (SLAs). The service-driven TE work
is based on the technical part of an SLA, which is called the Service Level
Specification (SLS) [38]. The SLSes are used for handling the admission of service



requests. These service level functions set the traffic-related target objectives of
the Traffic Engineering functions to achieve. More specifically, the service layer
provides the Traffic Matrix to the Traffic Engineering functions, which specifies
anticipated QoS traffic demand between network edges.

The traffic engineering is also class-based and we use the notion of quality
of service class (QoS-class), which represents traffic that belongs to a particular
PHB and has delay and/or packet loss requirements within a particular range
(see Table 1). The entries in the Traffic Matrix are the traffic trunks. A traffic
trunk represents aggregate traffic that belongs to a particular QoS-class and has
a certain topological scope (see Table 1). In fact, traffic trunks are aggregates
of QoS traffic having the transfer characteristics of the associated QoS-class
between network edges of the provider’s domain.

Traffic demand is forecasted from the current SLS subscriptions, historical
data and the Service Providers’ expectations (e.g. sales targets). Based on these
traffic forecasts, the network is appropriately dimensioned (i.e. off-line traffic
engineered) by the TE functions, in terms of PHBs and their configuration pa-
rameters and in terms of QoS route constraints.

Table 1. Definition of QoS-class and Traffic Trunk

QoS-class . PHB, Delay range, Packet Loss range
Traffic Trunk : QoS-class, Ingress IP address, Egress IP address, Bandwidth

4.1 Traffic Forecast

Traffic forecasting for Traffic Matrix derivation has attracted the attention of
many researchers in the last years [39], [40], [41], with considerable results. All
the relevant works up to now are based on statistical processing of measurement
and historical data. We believe that in the near future advanced services will be
offered and customers are going to subscribe to such services through the notion
of the SLS [38]. Thus we propose that Traffic Forecasting should also take into
account the customer subscriptions, in addition to network measurements. In
this section we will discuss a few issues on Traffic Matrix derivation based on
customer service subscriptions.

The role of the Traffic Forecast is to estimate the anticipated traffic for
each forecasting period. The forecasting periods are determined based on the
forecasting period schedule. For each forecasting period, four successive functions
are performed: translation, mapping, aggregation, and forecasting.

Translation. The Customer SLSes stored in the repository use a customer-
oriented terminology. These SLSes have the following semantics. They are the
either bi-directional or unidirectional and follow either the pipe or the VPN



(Virtual Private Network) model. The first function of translation is to decom-
pose these SLSes into a number of simple unidirectional SLSes, which follow
only the pipe model (one ingress to one egress). The ingress and egress are spec-
ified in geographical terms, therefore there is a need to translate those into IP
source-destination addresses and from them to infer the specific ingress-egress
addresses of our Autonomous System (AS). Services are given names (Olympic
Gold/Silver /Bronze Service, Virtual Leased Line). This terminology must use
networking semantics (throughput, delay, loss). So, another important aspect of
translation is from the customer SLS to the appropriate network parameters.

Mapping. The simple unidirectional SLSes could potentially request (or be
translated to) any value of delay, loss or throughput, while the network supports
only a few discrete values. The mapping function is therefore to map the SLS re-
quirements to the services actually supported by the network, i.e. the QoS classes
(see Table 1). Another important function is to map the IP source-destination
addresses. To illustrate the mapping function, consider the following simple ex-
ample. A customer SLS may require ”1Mbps of Virtual Leased Line Premium
service with 50ms delay between London and Manchester, ...”. The translation
function would translate this Customer SLS into to two simple unidirectional
SLSes: "1Mbps, EF, 50ms delay, from 122.12.2.143, egress 103.124.32.111, ...”
and another one with the same values but in the opposite direction. Suppose the
network offers 2 services: a 10ms and 100ms delay premium virtual wire services,
therefore we need to map the SLS to the 10ms service. The mapping is static
as far as the mapping algorithms are fixed and deterministic. The result is a list
of SLSes that are active during the next provisioning period and are defined in
network terms.

Aggregation. Up to this point of the forecasting procedures we had informa-
tion proportional to the number of customers and SLSes. For scalability, we base
our TE solution on traffic loads per ingress/egress pair and per class of service.
The simple unidirectional SLSes are aggregated into traffic trunks by ”adding”
their throughput requirements if and only if they have the same ingress/egress
pair and they require a similar treatment, i.e. they belong to the same QoS class.

Forecasting has two main functions. On one hand, an over-subscription factor
per QoS class is included. This factor is defined as the ratio of the capacity
reserved by all the SLSes in a given QoS class to the capacity expected to be
actually used. For expensive SLS types, the over-subscription factor is likely to
be one. For cheaper services, the factor may be larger. On the other hand, at
this stage we have all the ingress-egress demand (traffic matrix). It is possible to
run an extrapolation algorithm utilising the information on the history of traffic
matrices. Candidate algorithms are the spline or more generally any polynomial
extrapolation method.

4.2 Provisioning and Forecasting Scheduling

In this section we describe the timing and scheduling properties of our system.
We assume that scheduling in the proposed model is performed at two levels:



1. The Network Provisioning Scheduler, which defines provisioning periods.
2. The Traffic Forecast Scheduler, which defines forecasting periods.

Network Provisioning Scheduler. The proposed Traffic Engineering System aims
to provision the network in order to provide the required QoS to contracted
SLSes while at the same time optimising the usage of resources. As the traffic
requirements that are derived from the SLSes change over time, the provision-
ing guidelines need to be updated. This is performed periodically through the
Network Provisioning Scheduler. The system is required to recalculate a set of
provisioning guidelines for each provisioning period. As the current period comes
to an end, the Provisioning Scheduler will trigger re-provisioning of the network.
Typical frequencies for the scheduler could be once a day or once a week.

Traffic Forecast Scheduler. As the provisioning periods are quite long (days,
weeks), the traffic requirements may vary during a provisioning period. The
granularity of the Network Provisioning Scheduler is not fine enough to optimise
the configuration of the network. We therefore use a second scheduler, the Traffic
Forecast Scheduler, which has the following characteristics (see also Fig. 2):
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— It is not necessarily periodic (could schedule one 4 hour period followed by
one 10 hour period)

— For all forecasting periods F'P(i) that constitute a provisioning period PP,
it holds: FP(i) = PP



The principle behind the double scheduling is that network provisioning is
invoked once every provisioning period, and calculates multiple configurations,
which will be enforced at each forecasting period triggered by the Traffic forecast
scheduler.

Scheduling Example. To clarify the roles of each scheduler, this section provides
some examples. Consider that provisioning period is a week and that Traffic
Forecast Scheduler defines 4 6-hour forecasting periods (forecasting period being
periodic in this case). This means that once a week, 4 logical topologies are
calculated: one for the morning, one for the afternoon, one for the evening and
one for the night (6 hour periods). During each day of the week, Traffic Forecast
Scheduler triggers at 06:00 to enforce the morning configuration, at 12:00 to
enforce the afternoon configuration, at 18:00 to enforce the evening configuration
and at 24:00 to enforce the night configuration. This is shown in Fig. 2.

There is no requirement for the Traffic Forecast Scheduler to be periodic.
For example, we could have 4 forecasting periods per day, morning, afternoon,
evening and night with different lengths as shown in Table 2.

Table 2. Forecasting periods schedule example

Morning : 08:00 - 12:00
Afternoon: 12:00 - 17:00
Evening :17:00 - 22:00
Night : 22:00 - 08:00

Another more realistic and more complex example could be to have 5 fore-
casting periods: weekday morning, afternoon, evening, night, and all weekend.
The interesting feature of this arrangement is that the Traffic Forecast Scheduler
does not trigger the enforcement of the configurations in a simple cyclical fash-
ion: the 4 weekday configurations must be implemented cyclically for 5 days, and
the weekend configuration is enforced for the remaining two days of the week.

5 Network Dimensioning

Network Dimensioning (ND) is time- and state-dependent offline traffic engi-
neering. It performs automated provisioning and is responsible for the long to
medium term configuration of the network resources. By configuration we mean
the definition of LSPs as well as the anticipated loading for each PHB on all
interfaces, which are subsequently being translated by Dynamic Resource Man-
agement into the appropriate scheduling parameters (e.g. priority, weight, rate
limits) of the underlying PHB implementation. The values provided by Network



Dimensioning are not absolute but are in the form of a range, constituting di-
rectives for the function of the PHBs, while for LSPs they are in the form of
multiple paths to enable multi-path load balancing. The exact PHB configura-
tion values and the load distribution on the multiple paths are determined by
Dynamic Resource Management and Dynamic Route Management respectively,
based on the state of the network, but should always adhere to the Network
Dimensioning directives.

Network Dimensioning runs periodically, getting the expected traffic per PHB
in order to be able to compute the provisioning directives. The objectives are
both traffic and resource-oriented. The former relate to the obligation towards
customers, through the SLSes. These obligations induce a number of restrictions
about the treatment of traffic. The resource-oriented objectives are related to the
network operation, more specifically they are results of the high-level business
policy that dictates the network should be used in an optimal fashion. The basic
Network Dimensioning functionality is summarised in Fig. 3.

Input:
Network topology, link properties (capacity, propagation delay, PHBs)

Pre-processing:

Request traffic forecast, i.e. the potential traffic trunks

Obtain statistics for the performance of each PHB at each link
Determine the maximum allowable hop count per traffic trunk according
to the PHB statistics

Optimisation phase:

Start with an initial allocation (e.g. using the shortest path for
each traffic trunk)

Iteratively improve the solution such that for each traffic trunk
find a set of paths:

-The minimum bandwidth requirements of the traffic trunk are met

-The hop-count constraints K is met (delay/ loss requirements are met)
-The overall cost function is minimised

Post-processing:

Allocate any extra capacity to the resulted paths of each PHB according
to resource allocation policies

Sum the path requirements per link per PHB, give minimum (optimisation
phase) and maximum (post-processing phase) allocation directives to
Dynamic Resource Management

Give the appropriate multiple paths calculated in the optimisation
phase to Dynamic Route Management

Fig. 3. Network Dimensioning functionality

Congestion is the main cause of network performance degradation that influ-
ences both these traffic engineering objectives. Two are the main reasons behind



congestion: either the demand exceeds the network capacity, or the traffic is not
spread optimally, causing parts of the network to be over-utilised while others are
under-utilised. The first reason can only be handled by adequate network plan-
ning, i.e. adding more physical resources. The latter can be handled by adequate
bandwidth and routing management, and this is what Network Dimensioning is
aiming for.

Network Dimensioning has as input the network topology (including link
capacities), the estimated traffic matrix (expected traffic trunks, see Sect. 4.1),
and resource-oriented policy directives. It will provide as an output a list of
explicitly routed paths for each source destination included in the traffic matrix,
and the capacity requirements for each PHB, and therefore physical queue for
every interface of all the network nodes.

5.1 Network and Traffic Model

The network is modeled as a capacitated directed graph G = (V, E) , where V
is the set of nodes and E the set of links. Each link [ € FE is specified by the pair
I = (v, v1,e where vy ;, vy, are the nodes € V', where traffic is entering (ingress)
and exiting the link (egress) respectively.

With each unidirectional link [ we associate the following parameters: the
link physical capacity ¢;, the link propagation delay dj*°", the set of PHBs H,
supported by the link. For each PHB h € H we associate a bound dlh (determin-
istic or probabilistic depending on the PHB) on the maximum delay incurred
by aggregate traffic entering link [ and belonging to h. and a bound on the loss
probability p!' of the aggregate traffic entering link / and belonging to h.

The basic traffic model of network provisioning is the traffic trunk (see
Sect. 4). The set of all traffic trunks is denoted by T. Each trunk ¢ € T is
associated with a bandwidth requirement, B;. The following information about
each traffic trunk is available because of the QoS class definition (see Table 1):

— The PHB h € H of the traffic carried on the trunk.

— The bound D; (deterministic or probabilistic depending on the PHB) on
maximum end-to-end delay expected between the ingress and egress nodes.
This might be the minimum value of the delay range of the QoS-class defi-
nition.

— The maximum end-to-end loss probability, P; required between the ingress
and egress nodes. Similarly to the previous case this might be the minimum
value of the loss range of the QoS class definition.

— The bandwidth B; requirement.

5.2 Cost Definition and Optimisation Objectives

We need to provide a set of routes for each traffic trunk. For each ingress-
egress pair, these routes are implemented as LSPs at the routers. We also need
to provide the amount of bandwidth each route is expected to carry, and the



amount of bandwidth that is to be allocated to the PHBs at the various interfaces
in the network.

The primary objective of such an allocation is to ensure that the requirements
of each traffic trunk are met as long as the traffic carried by each trunk is at its
specified minimum bandwidth. This objective ensures that our SLS requirements
are met. The objective is to provide a feasible solution (i.e., routes and route
bandwidths respecting the link capacities) that satisfies the SLSes delay and loss
constraints.

However, with the possible exception of heavily loaded conditions, there will
generally be multiple feasible solutions. Hence, the design objectives can be
further refined to incorporate other requirements such as:

(a) avoid overloading parts of the network while other parts are underloaded.
This way, spare bandwidth is available at various parts of the network to ac-
commodate unpredictable traffic requests. In addition, in case of link failures,
smaller amounts of traffic will be disrupted and will need to be rerouted, and

(b) provide overall low network cost (load).

The last two requirements do not lead to the same optimisation objective. In
any case, in order to make the last two requirements more concrete, the notion
of load has to be quantified. Various definitions are possible. In general, the load
(or cost) on a given link is an increasing function of the amount of traffic the
link carries. This function may refer to link utilisation or may express an average
delay, or loss probability on the link. In the context of this work, the QoS seen
by the traffic using the different PHBs varies, so the link load induced by the
traffic of each PHB may vary. This leads us to the following general form of the
cost of link [.

Let z]' denote the capacity demand (flow) for PHB h € H satisfied by link
I. The link cost induced by the load on PHB h is a convex function, f*(z}!),
increasing in z'. The total link cost per link is defined as:

F(@) =" M) (1)

heH

where Z; is the vector of demands for all PHBs of link /.

Provided that appropriate buffers have been provided at each router and
the scheduling policy has been defined, then flh(xf) may specify the equivalent
capacity needed by PHB A on link [ in order to satisfy the loss probability
associated with that PHB. Hence, the total cost per link is the total equivalent
capacity allocated on link /. Note that with this approach the link costs are very
naturally defined. The drawbacks are: 1) The cost definition depends on the
PHB implementation at the routers, 2) The cost functions may not be known,
or may be too complex. Hence approximate cost functions must be used. An
example may be linear function of z!', f/(zl') = al'a], where al* is a constant.
Other examples may be found in [42].

We express objectives (a) and (b) formally as follows:



(a) avoid overloading parts of the network, i.e.

.« . . F — 2
minimise max 1(Zr) (2)

(b) minimize overall network cost, i.e.

minimise Z F(z) (3)
I€E

We have proposed [42] a new objective function that compromises between
the previous two. More specifically,

minimise Z[Fl(a‘cl)]", n € [1,00) 4)
I€EE

When n = 1 the objective defined in (4) reduces to the one in (3). As n
increases the objective defined by (4) increasingly favours solutions which adhere
to the objective defined by (2). When n — o0, it can be shown that (4) reduces
to (2), since the factor with the maximum Fj will grow much faster than the
others, and thus it will be increasingly the most important factor of the sum in
(4).

Equation (4) uses a non-linear combination of the cost functions (1), thus the
resulting optimisation problem is of non-linear nature even if f/(z}) is a linear
cost function for each link for each PHB. The resulting optimisation problem is
a network flow [20] problem and considering the non-linearity of the objective
function (4), the optimal solution can be based on the general gradient projec-
tion method [43]. This is an iterative method, where we start from an initial
feasible solution, and at each step we find the minimum first derivative of the
cost function path and we shift part of the flow from the other paths to the new
path, so that we improve our objective function. The details of how we use this
procedure can be found in [42].

Delay and Loss Constraints. Each traffic trunk is associated with an end-to-
end delay and loss probability, constraint of the traffic belonging to the trunk.
Hence, the trunk routes must be designed so that these two QoS constraints are
satisfied. Delay and loss constraints are both on additive path costs under specific
link costs. However, the problem of finding routes satisfying these constraints is
in general NP-complete [31], [44]. Given that this is only part of the problem we
need to address, the problem in its generality is rather complex.

Fortunately, we can make a reasonable simplification. Usually the measured
loss probabilities and delay for the same PHB on different nodes (routers) are
of similar order. Therefore we use the maximum delay, and maximum loss prob-
ability of a particular PHB over the whole network, in order to translate the
delay and loss constraints to an upper bound on the number of hops along a
route. During network operation, the average delay and loss at each link/PHB



are monitored and the maximum respective values are used in the next provi-
sioning period. This is relatively conservative and assuming the network is not
overloaded, the delay and loss constraints of the traffic trunks should be met.

Note that under normal operating conditions, the delay and loss at each
link/PHB for ”premium trunks” should be low, assuming correct network di-
mensioning and admission control functionality at the ingress nodes. Problems
with dimensioning or admission control may cause increased delay and loss, and
this will be realised by network monitoring and subsequently dimensioning, trig-
gering in the short term different (stricter) operating policies and in the longer
term different network planning with more physical resources.

5.3 Simulation Results

In the simulation results we present in this section we set the initial feasible
solution (step 0) of the iterative procedure of the solution [42] to be the same as
if the traffic trunks were to be routed with a shortest path first (SPF) algorithm.
That corresponds to the case that all the traffic of a particular class from an
ingress to an egress will be routed through the same shortest path according to
some weight (routing metric). If there exist more than one such shortest paths,
the load is distributed equally among them. The metric we are using for the
SPF algorithm is set to be inversely proportional to the physical link capacity.
The scenario we are using for step 0 described above is the norm in today’s
operational networks. The experiments shown in this section correspond to only
one forecasting period, i.e. one run of the provisioning algorithm.

We define as total throughput of a network the sum of the capacities of
the first-hop links of all the edge nodes (see Fig. 4). This is actually an upper
bound of the throughput and in reality it is a much greater than the real total
throughput a network can handle. In our experiments we used 70% load of the
total throughput of the network, as the highly loaded condition, and a 40% load
as a medium loaded one.

Edge Router

dge Router

[ - 1ol hop capacity (upper bound on
the total throughput)

Fig. 4. Tllustration of the total throughput as the sum of first hop links



Figure 5 shows the link loads for random 34-link topologies [45], at the first
step and after the algorithm has run. It is clear that at step 0 solution (dark
bars), which corresponds to the SPF with equal cost multi-path distribution
enabled, parts of the network are over utilised while some links have no traffic at
all. The final step (pale dry bars), which corresponds to the final output of our
provisioning algorithm, balances the traffic over the whole network. Note that
the largest over utilised link at step 0 is not necessarily the largest at the final
solution.

link load distribution lightly (40%) loaded network link load distribution heavy (70%) loaded network
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Fig. 5. Link load distribution of after the first and the last step

Figure 6 shows the mean and standard deviation of the link loads after each
iteration of the algorithm. As we can see the load becomes more balanced over
the network after each iteration (standard deviation reduces). We run those
experiments with the exponent n, see (4), equal to 2. This value compromises
between minimising the total (sum) of link costs and minimising the maximum
link load. These two objectives generally lead to different solutions, with the
first favouring path solutions with the least number of links while the other
does not care about the number of links but only for the maximum link load
(and therefore the deviation from the mean). We can observe the effect of these
different objectives at the various ups and downs over the various steps of the
algorithm.

The same behaviour observed with the network is also observed with larger
random and transit-stub topologies [45]. We have experimented with large topolo-
gies up to 300 nodes under various loading scenarios and we observed the same
behaviour as above. For the the details on more complex scenarios with large
topologies and results on QoS constraints we refer the reader to reference [42].

Finally, as far as the the average running times of the various experiments
conducted are concerned, we observed that even for quite large networks the
running times were acceptable. For example for 300-node networks with more
than 2000 links, for medium load the running time was on average about 17
minutes, and for high load about 25 minutes on a standard PC with 1GHz
processor. These times are perfectly acceptable taking into account the timescale
of the provisioning system operation (see Sect. 4.2).
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6 Policy Extensions to Intra-domain Traffic Engineering

Policy-based Management has been the subject of extensive research over the
last decade. Policies are seen as a way to guide the behaviour of a network or dis-
tributed system through high-level, declarative directives. The IETF has been in-
vestigating policies as a means for managing IP-based multi-service networks, fo-
cusing more on the specification of protocols (e.g. COPS) and the object-oriented
information models for representing policies. We view policy-based management
as a means of extending the functionality of management systems dynamically,
in conjunction with pre-existing hard-wired logic [4]. Policies are defined in a
high-level declarative manner and are mapped to low-level system parameters
and functions, while the system intelligence can be dynamically modified added
and removed by manipulating policies. Inconsistencies in policy-based systems
are quite likely since management logic is dynamically being added, changed or
removed without the rigid analysis, design, implementation, testing and deploy-
ment cycle of "hard-wired” long-term logic. Conflict detection and resolution is
required in order to avoid or recover from such inconsistencies.

In the architecture shown in Fig. 1, Network Dimensioning besides providing
long- term guidelines for sharing the network resources, it can also be policy in-
fluenced so that its behaviour can be modified dynamically at run-time reflecting
high-level, business objectives. The critical issue for designing a policy-enabled
resource management system is to specify the parameters influenced by the en-
forcement of a policy that will result in different allocation of resources in terms
of business decisions. These policies that are in fact management logic, are not
hard-wired in the system but are downloaded on the fly while the system is
operating.

We extended [36], [46] the traffic engineering system shown in Fig. 1 to be
able to drive its behaviour through policies. The resulting extended system ar-
chitecture is depicted in Fig. 7. The Policy extensions include components such
as the Policy Management Tool, Policy Repository, and the Policy Consumers.

A single Policy Management Tool exists for providing a policy creation en-
vironment to the administrator where policies are defined in a high-level declar-
ative language and after validation and static conflict detection tests, they are
translated into object-oriented representation (information objects) and stored
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in a repository. The Policy Repository is a logically centralised component but
may be physically distributed since the technology for implementing this com-
ponent is the LDAP (Lightweight Directory Access Protocol) Directory. After
the policies are stored, activation information may be passed to the responsible
Policy Consumer in order to retrieve and enforce them. The Policy Consumer
can be seen as a co-located Policy Decision Point (PDP) and Policy Enforcement
Point (PEP) with regards to the IETF Policy Framework [47].

In Fig. 7 the representation of the policies at every level of the frame-
work is also depicted, showing that every policy is going through two stages of
translation /refinement in its life-cycle in order to be enforced. Starting from the
high-level specification to the object-oriented format (LDAP objects) and then
from the LDAP objects to a script that is interpreted on the fly, complement-
ing this way conceptually the management intelligence of the above layer in the
hierarchy.

For example, a policy enforced on the Dynamic Resource Management is
actually enhanced management logic that conceptually belongs to the Network
Dimensioning layer of our system. Although policies may be introduced at every
layer of the system, higher-level policies may possibly result in the introduction
of related policies at lower levels, forming a policy hierarchy mirroring the man-
agement system’s hierarchy. This means that a policy applied to a hierarchical
system might pass through another stage of translation and refinement that will
generate the policies that are enforced in the lower levels of the system. It is
questionable if the automation of this process is feasible without human inter-
vention. A more detailed discussion on policy-based hierarchical management
systems can be found in [48].



In the rest we will focus on the policies we identified for the specific do-
main defined by the functionality of Network Dimensioning as described in see
Sect. 5.2.

6.1 Network Dimensioning Policies

We identify two categories of policies, initialisation and resource provisioning
policies. The initialisation are policies that result in configuring with initial val-
ues the variables, which are essential for the functionality of Network Dimen-
sioning and do not depend on any state but just reflect decisions of the policy
administrator. The second category, the resource provisioning policies, are the
policies that influence the way Network Dimensioning calculates the capacity
allocation and the path creation configuration of the network. Such policies are
those that their execution is based on the input from the traffic forecast module
and on the resulting configuration of the network.

Since dimensioning is triggered mainly periodically, the policy administrator
should specify this period. The priority of this policy should be specified in order
not to cause any inconsistencies when re-dimensioning is triggered by notifica-
tions sent from the dynamic control parts of the system, that is when Dynamic
Route Management and Dynamic Resource Management are unable to perform
an adaptation of the network with the current configuration.

Another parameter that should be initialised by the policy system is the cost-
function f/'(z}') used by the Network Dimensioning algorithm (see Sect. 5.2). The
administrator should be able either to choose between a number of pre-specified
cost functions and/or setting values to parameters in the desired function. For
example, the approximate cost function used by Network Dimensioning could
be linear function of the bandwidth allocated to a PHB, e.g. f/*(z}) = alal,
where al' is a constant and z! is the bandwidth allocated to PHB h € H on
link /. In this case the initial value given to a' could be configurable, and thus
it could be specified by the policy administrator. Depending on the importance
of a particular link [ and of a particular PHB h, the constant can be increased
and thus increasing the cost of using that PHB on this link.

Another constraint parameter which can be configurable by policies is the
maximum number of alternative paths that Network Dimensioning defines for
every traffic trunk for the purpose of load balancing. Finally, the exponent n of
the objective function, as defined in (4), is another parameter that is specified
by policies allowing the administrator to choose the relative merit between the
two optimisation objectives, i.e. achieve low overall cost and avoid overloading
parts only of the network.

Resource provisioning policies are more advanced compared to initialisation
policies since their enforcement is not a simple parameter setting but requires
the invocation of some logic. The policy administrator should be able to specify
the amount of network resources (giving a minimum, maximum or a range)
that should be allocated to each PHB. This will cause Network Dimensioning
to take into account this policy when calculating the new configuration for this
PHB. More specifically, Network Dimensioning should allocate resources in a



way that does not violate the policy and then calculate the configuration taking
into account the remaining resources.

A more flexible option is for the policy administrator to indicate how the
resources should be shared in specific (critical) links. After the optimisation
phase ends, Network Dimensioning enters a post-processing stage (see Fig. 3)
where it will try to assign the residual physical capacity to the various PHBs.
The way this distribution of spare capacity is done is left to be defined by policies
that indicate whether it should be done proportionally to the way resources are
already allocated or in a max-min fair way or it can be defined explicitly for
every PHB. Another related policy is to specify the way the capacity allocated
to each PHB should be reduced because the link capacity is not enough to satisfy
the predicted requirements as given in the Traffic Matrix.

Network Dimensioning translates the delay and loss requirements on an upper
bound on the number of hops per route, the way this translation is done can
also be influenced by policy rules. For example, the safest approach to satisfy
the traffic trunk requirements would be to assume that every link and node
belonging to the route induces a delay equal to the maximum delay induced by
an interface along the route. So, this policy rule will allow the administrator to
decide if the maximum, average or some percentile of the actual measured delay
or loss induced by an interface along the route should be used to derive the hop
count constraint.

Policies that allow the administrator for a particular reason to explicitly
specify an LSP that a traffic trunk should follow can also be defined. Of course,
the resources for the administratively set LSP should be excluded from the
available resources before the Dimensioning algorithm starts.

6.2 Policy Enforcement Example

The policy rule example concerns the effect of the cost function exponent n,
see (4) in Sect. 5.2, on the capacity allocation of the network. As we discussed
in Sect. 5.2 when we increase the cost function exponent n the optimisation
objective that avoids overloading parts of the network is favoured compared to
achieving overall low cost.

If it is required to keep the load of every link below a certain point then the
administrator will have enter the appropriate policy in the Policy Management
Tool using our proprietary policy language, which is then translated in LDAP
objects according to an LDAP schema based on the Policy Core LDAP Schema
[49] and stored in the Policy Repository. The syntax of our language as well as
the extension to the Policy Core Information Model [50] with specific classes
that reflect the policies described in the previous section are presented in [46].
The policy is entered with the following syntax:

if maxLinkLoad > 80% then decrease maxLinkLoad (1)

After this rule is correctly translated and stored in the repository, the Pol-
icy Management Tool notifies the Policy Consumer which is associated with



Network Dimensioning, that a new policy rule is added in the repository. The
Policy Consumer then retrieves all the associated objects with this policy rule.
From these objects the consumer generates code that is interpreted and executed
representing the logic added in our system by the new policy rule.

The pseudo-code produced by the Policy Consumer for policy (1) is shown
in Fig. 8. The produced code will start by setting the exponent n to 1 and then
will run the iterative optimisation algorithm, see Optimisation phase in Fig. 3.
Then it will check if the value of maxLinkLoad, which represents the utilisation
of the link with the maximum load as resulted from the optimisation algorithm,
is less than the required value defined by the policy rule. If maxLinkLoad is above
the aforementioned value, it will increase n an it will run the optimisation algo-
rithm again until the policy is enforced. Note that as n increases the algorithm
favours longer paths and thus we may not reach the desired solution as far as the
hop-count constraint is concerned, but in any case if there is a feasible solution
for enforcing the policy it will be found.

maxLinkLoad: maximum link load
utilisation after optimisation
n=1: cost function exponent

run_optimisation_algorithm n
while ( maxLinkLoad > 80 )
n = n+l
run_optimisation_algorithm n

Fig. 8. Pseudo-code produced when enforcing policy (1)

Figure 9 plots the maximum link load utilisation against the exponent of
the objective function. The policy objective is achieved when n = 4, thus the
enforcement of the policy rule caused the optimisation algorithm to run for 4
times until the maximum link load utilisation at the final step drops below 80%.

7 Interdomain Routing with BGP

Internet routing is handled by two distinct protocols with different objectives.
Inside a single domain, link-state intradomain protocols such as OSPF or IS-IS
distribute the entire network topology to all routers and select the shortest path
according to a metric chosen by the network administrator. Across interdomain
boundaries, the interdomain routing protocol is used to distribute reachability
information and to select the best route to each destination according to the
policies specified by each domain administrator. For scalability and business
reasons, the interdomain routing protocol is only aware of the interconnections
between distinct domains, it does not know any information about the structure
of each domain.
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7.1 BGP Basics

The current de facto standard interdomain routing protocol is the Border Gate-
way Protocol (BGP) [51,52]. In the BGP terminology, domains are called Au-
tonomous Systems (AS) since these are usually managed by different indepen-
dent companies. BGP is a path-vector protocol that works by sending route adver-
tisements. A route advertisement indicates the reachability of a network which
is a set of contiguous IP addresses represented by a network address and a net-
work mask called a prefix. For instance, 192.168.0.0/24 represents a block of
256 addresses between 192.168.0.0 and 192.168.0.255. A BGP router will
advertise a route to a network because this network belongs to the same AS or
because a route advertisement for this network was received from another AS.
If a router of ASx sends a route advertisement for network N to a router of ASy,
this implies that ASx accepts to forward IP packets with destination NV on behalf
of ASy.

AS3

Fig.10. A simple Internet



A route advertisement is mainly composed of the prefix of the network and
the next-hop which is the IP address of the router that must be used to reach
this network. A route advertisement also contains the AS-path attribute which
contains the list of all the transit AS that must be used to reach the announced
network. The AS-path has two important functions in BGP. First, it is used to
detect routing loops. A BGP router will ignore a received route advertisement
with an AS-path that already contains its AS number. Second, the length of the
AS-path can be considered as a kind of route metric. A route with a shorter
AS-path will usually be considered better than a route with a longer one.

Besides the AS-Path, a route advertisement may also contain several op-
tional attributes such as local-pref, multi-exit-discriminator (med) or
communities [51,52].

7.2 Route Filtering

Inside a single domain, all routers are considered as “equal” and the intradomain
routing protocol announces all known paths to all routers. In contrast, in the
global Internet, all ASes do not play the same role and an AS will seldom agree
to provide a transit service for all its neighbour ASes toward all destinations.
Therefore, BGP allows a router to be selective in the route advertisements that
it sends to neighbour eBGP routers. To better understand the operation of BGP,
it is useful to consider a simplified view of a BGP router as shown in Figure 11.
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Fig. 11. Simplified operation of a BGP router.

o hwNE

A BGP router processes and generates route advertisements as follows. First,
the administrator specifies, for each BGP peer, an input filter (Figure 11, left)
that is used to select the acceptable advertisements. For example, a BGP router
could only select the advertisements with an AS-Path containing a set of trusted
ASes. Once a route advertisement has been accepted by the input filter, it is



placed in the BGP routing table, possibly after having updated some of its at-
tributes. The BGP routing table thus contains all the acceptable routes received
from the BGP neighbours.

Second, on the basis of the BGP routing table, the BGP decision process
(Figure 11, center) will select the best route toward each known prefix. Based on
the next-hop of this best route and on the intradomain routing table, the router
will install a route toward this network inside its forwarding table. This table
is then looked up for each received packet and indicates the outgoing interface
which must be used to reach the packet’s destination.

Third, the BGP router will use its output filters (Figure 11, right) to select
among the best routes in the BGP routing table the routes that will be adver-
tised to each BGP peer. At most one route will be advertised for each distinct
reachable prefix. The BGP router will assemble and send the corresponding route
advertisements after a possible update of some of their attributes.

The input and output filters used in combination with the BGP decision
process are the key mechanisms that allow a network administrator to support
within BGP the business relationships between two ASes. Many types of business
relationships can be supported by BGP. Two of the most common relationships
are the customer-to-provider and the peer-to-peer relationships [53]. With the
customer-to-provider relationship, a customer AS pays to utilise a link connected
to its provider. This relationship is the origin of most of the interdomain cost
of an AS. A stub AS usually tries to maintain at least two of these links for
performance and redundancy reasons [53]. In addition, larger ASes typically try
to obtain peer-to-peer relationships with other ASes and then share the cost
of the link with the other AS. Negotiating the establishment of those peer-to-
peer relationships is often a complicated process since technical and economical
factors, as stated in [54], need to be taken into account.

To understand how these two relationships are supported by BGP, consider
Figure 10. If AS3 is AS1’s customer, then AS3 will configure its BGP router to
announce its routes to AS1. AS1 will accept these routes and announce them
to its peer (AS4) and upstream provider (AS2). AS1 will also announce to AS3
all the routes it receives from AS2 and AS4. If AS1 and AS4 have a peer-to-
peer relationship on the link between R;3 and R,3, then router R;3 will only
announce on this link the internal routes of AS1 and the routes received from
AS1’s customer (i.e. AS3). The routes received from AS2 will be filtered and thus
not announced on the Rj3 — Ry3 link by router R;3. Due to this filtering, AS1
will not carry traffic from AS4 toward AS2.

7.3 Decision Process

A BGP router receives from each of its peers one route toward each destination
network. The BGP router must then identify the best route among this set of
routes by relying on a set of criteria known as the Decision Process. Most BGP
routers apply a decision process similar in principle to the one shown in Figure 11.
The set of routes with the same prefix are analysed by the criteria in the order
indicated in Figure 11. These criteria act as filters and the N*" criterion is only



evaluated if more than one route has passed the N — 1t* criterion. It should
be noted that most BGP implementations allow the network administrator to
optionally disable some of the criteria of the BGP decision process.

In most BGP implementations, the set of criteria through which the router
goes to select a best route toward a given destination is similar to what follows.
First, the router checks that the routes received from its peers have a reachable
next-hop, meaning that the IP routing table must contain a route toward this
next-hop. If more than one route with a reachable next hop exists the router
will then use preferences configured by the router administrator. Such preferences
may be defined locally to a router with the weight parameter or shared over
iBGP (interior BGP) sessions with the local-pref attribute. The router keeps
routes with the highest weight and then routes with the highest local-pref. If
after this criterion more than one route remain, the length of the AS-Path which
acts as the BGP metric is used to compare routes. The length of the AS-Path
is seen as a measure of the quality of the route and one usually expect that the
route with the shortest AS-Path is the best.

If at this point the decision process has not yet identified the best route
toward the given destination, that means that it has to select one among a set
of equal quality routes. The remaining criteria were added for this purpose. The
multi-exit-discriminator or med can be used to compare routes which were
received from different routers of the same AS. The route with the lowest med
is preferred. This criterion is not always enabled because the decision process
can be influenced by the remote peers which set the value of the med. After the
med, the decision process prefers routes learned over an eBGP session to routes
learned over an iBGP session. The router gives then the preference to routes that
can be reached by the closest BGP next hop. If after all these criteria, there is
still more than one candidate route, tie-breaking rules are applied. Usual criteria
are to keep the oldest route (this minimises route-flapping) or to prefer the route
learned from the router with the lowest ID.

8 Characteristics of Interdomain Traffic

To obtain a better understanding of the characteristics of interdomain traffic, we
have relied on Netflow [55] traces of two different ISPs. Netflow is a traffic mon-
itoring facility supported by Cisco routers. When enabled, the router regularly
transmits some information about all layer-4 flows (TCP connections and UDP
flows) that passed through it to a close-by monitoring station. With Netflow, the
monitoring station knows the starting and ending timestamps of all layer-4 flows
as well as the flow volume (in bytes and packets) and the transport protocol and
port numbers. Netflow is often used for billing purposes or by ISPs that need to
better understand the traffic inside their network. Compared to the traditional
packet-level traces that are often analysed, Netflow has the advantage of being
able to monitor multiple links during long periods of time. The main drawback
of Netflow is that it does not capture the very short-term variations of the traffic,



but this is not a problem in our context of interdomain traffic engineering which
tackles medium to long-term traffic variations.

The only characteristics common to both ISPs is that they do not offer
transit service. Besides this, they serve very different customers and it can be
expected that these customers have different requirements on the network. Due
to technical reasons, it was unfortunately impossible to obtain traces from the
two studied ISPs covering the same period of time.

The first trace was collected in December 1999 and covers 6 successive days
of all the interdomain traffic received by BELNET. BELNET is the ISP that
provides connectivity for the research and education institutions located in Bel-
gium. At that time, BELNET was composed of a 34 Mbps star-shaped backbone
linking the major universities. Its interdomain connectivity was mainly provided
through 34 and 45 Mbps links to the transit service from two commercial ISPs. In
addition, BELNET had a 45 Mbps link to the European research network, TEN-
155, and was present at the BNIX and AMS-IX interconnection points with a
total of 63 peering agreements in operation. Although some universities provided
dialup access for their students, the typical BELNET user had a 10 Mbps access
link to the BELNET network through their university LAN. During the 6 days
period, BELNET received 2.1 terabytes of data. BELNET is representative of
research networks and could also be representative of an ISP providing services
to high bandwidth users with cable modem or ADSL. We will call BELNET the
research ISP in the remainder of this section. The mean traffic over the six days
period was slightly larger than 32 Mbps, with a one-minute maximum peak at
126 Mbps and a standard deviation of 21 Mbps. The trace begins around 1 AM
on a Sunday and finishes six days later around 1 AM also.

The second trace was collected in April 2001 and covers a little less than 5
consecutive days of all the interdomain traffic received by Yucom. Yucom is a
commercial ISP that provides Internet access to dialup users through regular
modem pools. At that time, the interdomain connectivity of Yucom was mainly
provided through high bandwidth links to two transit ISPs. In addition to this
transit service, Yucom was also present at the BNIX interconnection point with
15 peering agreements in operation. During the five days of the trace, Yucom
received 1.1 terabytes of data. Yucom is representative of an ISP composed
of low bandwidth users. We will call Yucom the dialup ISP in the remainder
of this section. The trace starts around 8 : 30 AM on a Tuesday and finishes
almost 5 days later at midnight. The total traffic also exhibits a daily periodicity
with peak hours located during the evening, in accordance with the typical user
profile, a dialup user. It had an average total traffic of about 23 Mbps over the
measurements, with a one-minute maximum peak at 64 Mbps and a standard
deviation of 12 Mbps.

Before analysing the collected traffic statistics, it is useful to have a first
look at the BGP table of the studied ISPs. In this section, we assume that the
BGP table of both ISPs was stable during the period of the measurements and
perform all our analysis based on a single BGP table for each ISP. Using a single
BGP table for each ISP is an approximation but since we rely on the BGP table



of the studied ISPs our analysis is more precise than other studies [56,57] that
relied on a BGP routing table collected at a different place and time than the
packet traces studied in these papers.

The routing table of the dialup ISP contained 102345 active prefixes, covering
about 26 % of the total IPv4 address space. This coverage of the total IPv4
address space is similar for the research ISP, with about 24 %, but for 68609
prefixes only. Between late 1999 and mid-2001, 30 % more prefixes are necessary
to cover a similar percentage of the IPv4 address space. This has already been
analysed elsewhere [58]. Although having different numbers of prefixes in their
BGP routing table, the two ISPs cover a similar percentage of the IPv4 address
space. This is explained by the average address span per prefix for each ISP,
which is about 11000 IP addresses for the dialup ISP and about 15200 addresses
for the research ISP. The dialup ISP knew 10560 distinct AS while the research
ISP 6298. This difference is mainly due to the large increase in the number of
multi-homed sites during the last few years [58]. The average AS path length
was 4.2 AS hops for the dialup ISP and 4.5 AS hops for the research ISP.
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Fig. 12. Distribution of reachable IP addresses.

Figure 12 compares the distribution of the reachable IP addresses for the
BGP routing tables of the research ISP and the dialup ISP. The main difference
between the two is the more compact distribution for the dialup ISP around a
distance of 3 AS hops. The research ISP has its reachable address space more
spread over distances of 3 and 4 AS hops. The first 3 AS hops for the dialup
ISP provide almost 80 % of the reachable address space while only about 60 %
for the research ISP. The difference between the distribution of the reachable IP
prefixes seen from the two ISPs is probably due mostly to the 16 months delay
between the two traces.

To understand the topological variability of interdomain traffic and the pos-
sible levels of aggregation, we consider in this section two different types of
interdomain flows. Generally, a flow is defined as a set of IP packets that share
a common characteristic. For example, a micro-flow is usually defined as the set
of TP packets that belong to the same TCP connection, i.e. the IP packets that



share the same source address, destination address, IP protocol field, source and
destination ports. In this section, we consider two different types of network-
layer flows. A prefix flow is the set of IP packets whose source addresses belong
to a given network prefix as seen from the BGP table of the studied ISP. An AS
flow is defined as the set of IP packets whose source addresses belong to a given
AS as seen from the BGP table of the studied ISP. We do not use explicitly
the term “flow” to designate traffic coming from a traffic source, but rather the
terms “prefix” and “AS” (or “source AS”) to denote a prefiz flow and AS flow
respectively. Moreover we use the term order statistics throughout this paper to
denote the traffic flows ordered by decreasing amount of total traffic sent during
the all measurements.

Let us first study the amount of aggregation provided by the AS and prefix
flows. Figure 13 shows the cumulative percentage of traffic for order statistics
for prefixes and source AS. On this figure, we have thus ordered the prefixes
and AS by decreasing order of the total amount of traffic sent by them over the
measurements period, and we have computed their cumulative contribution to
the total traffic over the measurements period. The x-axis uses a logarithmic
scale to better show the low order statistics. Both ISPs seem to have a similar
distribution for the most important interdomain traffic sources. The top 100 AS
(resp. prefixes) capture 72 % of the total traffic (resp. 52 %) for the dialup ISP
while a little less than 60 % (resp. a little more than 40 %) for the research ISP.
90 % of the total traffic is captured by 4.7 % of the AS and by 4.1 % of the
prefixes for the dialup ISP. The research ISP required 9.8 % of the AS and 4.5 %
of the prefixes to capture 90 % of the total traffic. These results are similar to
the findings of earlier studies [59,60] on the research Internet of the 1970s and
the early 1990s. On the other hand, some AS and prefixes contribute to a very
small fraction of the total traffic. For the dialup ISP, more than 4000 different
AS contributed each to less than 1 megabyte of data during the measurement
period and some AS only sent a single packet during this period. For the research
ISP, 719 AS sent less than 1 megabyte of data during the six days measurement
period.
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alup ISP (right).



Another interesting point to mention is that over the measurement period,
the research ISP received IP packets from 5606 different AS and 35688 different
network prefixes. This corresponds to 89 % of the AS present inside its routing
table. Concerning the dialup ISP, it received IP packets from 7668 different AS
and 35693 different network prefixes. This corresponds to 72.6 % of the AS
present inside its routing table. These figures show that even relatively small
ISPs receive traffic from a very large portion of the Internet during a one week
period although some sources only send a few packets.

8.1 Interdomain Proximity of the Traffic

The amount of aggregation is not the only issue to be considered when studying
interdomain traffic characteristics. Another important issue concerns the topo-
logical distribution of the traffic. By topological distribution, we mean the AS
distance between the traffic sources and the studied ISP. This distance is impor-
tant for two reasons. First, usually the performance of an Internet path decreases
with the distance between the source and destination AS [61]. Second, if the dis-
tance between the source and the destination AS is large, it will be difficult for
either the source or the destination to apply mechanisms to control the traffic
flow in order to perform interdomain traffic engineering [1].

Another study of the topological distribution of the traffic [62] revealed that
the studied ISPs only exchange a small fraction of their traffic with their direct
peers (AS-hop distance on 1). Most of the packets are exchanged with ASes
that are only a few AS hops away. For the BELNET trace, most of the traffic
is produced by sources located 3 and 4 AS hops away while YUCOM mainly
receives traffic from sources that are 2 and 3 AS hops away.

8.2 Distribution of the Interdomain Traffic

The previous section showed the amount of traffic generated by interdomain
sources for each AS hop distance. Another concern for interdomain traffic en-
gineering is how many sources send traffic at each AS hop distance. Figure 14
presents the cumulative traffic distribution for the top AS for each AS hop dis-
tance. In this figure, an AS is not seen as a traffic source from which a flow
originates but also as an intermediate node through which a flow passes. This
means that an AS located at an AS hop distance of n is seen as the source of
the traffic it generates as well as of all the traffic it forwards when considering
the AS_PATH information of the BGP routing table. This means that the traffic
seen for all AS at an AS hop distance of n contains the traffic originating from
all AS hop distances m with m > n. Because each AS hop distance does not
contribute evenly to the total traffic, we have plotted the cumulative traffic per-
centage for every AS hop distance with respect to the total traffic seen during
the measurements period, to show how many AS represent a large fraction of the
traffic that crosses the interdomain topology at a given AS hop distance from
the local ISP.



The rightmost part of teach curve of Figure 14 shows the uneven distribution
of the total traffic among the different AS hop distances.
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Fig. 14. Cumulative traffic distribution for sink tree, research ISP (left) and dialup
ISP (right).

The most important AS at 1 AS hop carries 64 % of the total traffic in the
case of the dialup ISP while 42 % for the research ISP. This difference is however
lessened when considering the top 3 AS at an AS hop distance of 1, capturing
83 % and 87 % of the total traffic, for the research ISP and the dialup ISP
respectively. This shows the predominance of a very small number of BGP peers
that provide connectivity for almost all the interdomain traffic of the studied
ISPs. At a distance of two AS hops, a few ASes also dominate the traffic with
the top 10 carrying more than 77 % of total traffic for the research ISP while
54 % for the dialup ISP. Nevertheless, the traffic produced by AS at a distance
of 2 or more AS hops corresponds to 89 % of the total traffic for the research
ISP, and 94 % for the dialup ISP. Therefore, a very small fraction of the traffic
comes from direct peers themselves. Subsequent distances in terms of AS hops
require an increasingly important number of ASes to capture a large fraction of
the traffic.

The first AS hop generates 11 % (resp. 6.1 %) of the total traffic, the second
AS hop 12.4 % (resp. 42.1 %), the third 46.6 % (resp. 44.4 %), and the fourth
24.9 % (resp. 6.9 %) for the research ISP (resp. for the dialup ISP). The main
difference between the two studied ISPs occurs at an AS hop distance of 2. The
research ISP has its traffic for the first AS hops that is captured by very few
ASes. The dialup ISP on the other hand requires a relatively large number of AS
at a distance of 2 AS hops to account for an important fraction of the traffic. This
should be compared with the routing table of the dialup ISP (Figure 12) where
52 % of the reachable IP addresses are located at 3 AS hops, and 26 % and 18 %
at levels 2 and 4. This means that traffic is unevenly distributed between levels
2 and 4, with more traffic coming from level 2 in comparison to its reachable
address space relatively to level 4.



9 BGP-based Interdomain Traffic Engineering

At the interdomain level, ASes have to face various sometimes conflicting issues.
On one hand, the traffic is unevenly distributed because BGP seldom takes the
right decision on its own and this can cause links to be unevenly loaded and
congestion to occur. Moreover, depending on the type of its business, an AS
will be more concerned by its incoming or outgoing traffic and thus will use
the appropriate traffic engineering techniques. On the other hand, ASes try to
maintain as much connections as they can with other ASes for performance and
redundancy reasons. If an AS selects a single provider, then all its interdomain
traffic will be sent and received from this provider and the only traffic engineering
activity will be to balance the traffic if several physical links are used. However,
in practice many ASes prefer, for both performance and economical reasons,
to select at least two different upstream providers. Since this connectivity is
expensive, another concern of ASes will often be to favour the cheapest links.

Moreover, an AS will want to optimise the way traffic enters or leaves its
network, based on its business interests. Content-providers that host a lot of web
or streaming servers and usually have several customer-to-provider relationships
with transit ASes will try to optimise the way traffic leaves their networks. On
the contrary, access-providers that serve small and medium enterprises, dialup or
xDSL users typically wish to optimise how Internet traffic enters their networks.
And finally, a transit AS will try to balance the traffic on the multiple links it
has with its peers.

9.1 Control of the Outgoing Traffic

To control how the traffic leaves its network an AS must be able to choose which
route will be used to reach a particular destination through its peers. Since an
AS controls the decision process on its BGP routes, it can easily influence the
selection of the best path. Before looking at the BGP-based techniques later,
we first comment the results of an analysis of routing tables collected by Route-
Views [63] which show that an hypothetic stub AS connected to two ISPs often
receives two routes toward the same destination. The analysis also shows that the
selection of a best route in this set is non-deterministic in many cases (because
the lengths of the AS-Path are equal). Later in this subsection, we briefly describe
two techniques that are frequently used to influence the way the traffic leaves
the network.

Implications of the BGP decision process As shown earlier, the length of
the AS-Path is used by BGP to rank routes. Some studies [64, 61] have indicated
some correlation between the quality of a route and the length of its AS-Path.
To evaluate the importance of AS-Path attribute in the selection of BGP routes,
we have simulated the behaviour of a dual-homed stub ISP. For this, we relied
on the BGP routing tables collected by route-views [63]. Route-views is a BGP
router that maintains multi-hop BGP peering sessions with 20 different ISPs.



We used the BGP routing table recorded on 01 September 2002 at 00:38. We
have extracted from the table the routes advertised by each peer of route-views
and only consider the peers that advertise their full BGP routing table in this
study and used a single BGP peer from each AS.

Based on the BGP routing tables announced by each AS, we have simulated
the various possibilities of being dual-homed for a candidate ISP. For this pur-
pose, we performed an experiment with three routers. We used three BGP routers
and two BGP sessions. Two routers are used to simulate candidate providers and
the third router simulates the multi-homed stub AS. Each of the two candidate
AS advertises a BGP routing table from one of the providers. The BGP router
of the stub AS runs GNU Zebra 0.92a [65] with a default configuration. This
implies that this router selects the best route toward each destination advertised
by the candidate ASes based on the normal BGP decision process. We modified
Zebra to allow us collect statistics on the number of routes selected by each
criteria of its decision process.

We used this setup to evaluate all possible pairs of upstream providers based
on the route-views data. The first result of this evaluation concerns the size of
the routing table of the stub ISP. On average, there were 107789 prefixes inside
its routing table with a minimum of 95428 and a maximum of 112842. The
upper line of figure 15 shows, for each candidate upstream provider, the average
number of routes for the 19 experiments where this provider was considered
together with another upstream provider. This figure shows that the average
number of routes does not vary significantly.

The second element that we considered is the selection of the routes by the
BGP decision process of the stub AS. Two cases are possible in our experiment.
First, if a route toward a given prefix is only announced by a single candidate
AS, this route will automatically be selected. In our experiment, between 87 and
96.5% of the routes received by the stub AS were advertised by both candidate
upstream providers. The second line on figure 15 shows, for each candidate up-
stream provider, the average number of common prefixes between this provider
and the other 19 providers. The difference between the routes advertised by
different providers can be caused by several factors such as the differences in
reachability of each provider and the utilisation of prefix-length filters by some
AS as discussed in [66].

The second, and more interesting case to consider is when both candidate
providers advertise a route toward each prefix. In this case, the BGP decision
process of the stub AS needs to select the best route for each prefix. With the
default configuration used by the router of our stub AS, it will first check the
AS-Path of the received routes. If their AS-Path differ, the route with the shortest
AS-Path will be selected. Otherwise, the tie-breaking rules will be used to select
the best route. The bottom line of figure 15 shows, for each candidate upstream
provider, the average number of routes from this provider that are selected on
the basis of their shorter AS-Path by the BGP decision process of our stub AS.
For example, concerning AS16150, this figure shows that on average, it advertises
5427 routes with a shorter AS-Path than other candidate upstream providers on
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an average of 102945 routes in common. This is not surprising since this AS is
a much smaller than that the tier-1 ISPs that appear on the right hand side of
figure 15.

The second line starting from the bottom in figure 15 shows the average
number of routes that were selected by the BGP decision process due to a shorter
AS-Path in the 19 experiments that involved each candidate AS. For example,
concerning AS16150, this line shows that on average, 86104 routes were chosen
for their shorter AS-path when this provider was confronted with the other
providers. The difference between the two bottom lines in figure 15 corresponds
to the average number of routes received from the 19 other providers with a
shorter AS-Path than the considered candidate AS. For AS16150, the other
providers advertised on average 80677 routes with a shorter AS-Path than this
provider. Finally, the difference between the number of common routes and the
total average number of shorter routes, shows the average number of routes that
were selected in a non-deterministic manner by using the tie-breaking rules of
the BGP decision process. For the experiments with AS16150, only 11413 routes
were chosen in such a non-deterministic manner.

If we consider a larger AS in figure 15 such as AS1, we find several interesting
results. First, on average, AS1 advertises for 43532 prefixes a route with a shorter
AS-Path than the routes to the same prefixes advertised by any of the other 19
studied ASes. Second, the difference between the bottom line and the line above
shows that on average another upstream provider only advertises 10546 shorter
routes than AS1. Finally, among all the pairs where AS1 was one of the candidate
upstream providers, on average 48473 routes were selected by relying on the tie
breaking rules of the BGP decision process. This means that on average 45% of
the received routes have the same quality based on their AS-Path. A closer look at
those common prefixes reveals that 50% of the common prefixes with an AS-Path
length of three AS-hops are chosen in non deterministic manner. Furthermore,
26.5% of the routes chosen by the tie-breaking rules have an AS-Path length of



3 or 4. This indicates that the large ASes advertise short routes towards most
destinations.

BGP-based techniques Two techniques are often used to control the flow of
the outgoing traffic. The first technique that can be used by an AS to control
its outgoing traffic is to rely on the local-pref attribute. This optional BGP
attribute is only distributed inside an AS. Tt can be used to rank routes and
is the first criterion used in the BGP decision process (Figure 11). For exam-
ple, consider a stub AS with two links toward one upstream provider : a high
bandwidth and a low bandwidth link. In this case, the BGP router of this AS
could be configured to insert a low local-pref to routes learned via the low
bandwidth link and a higher value to routes learned via the high bandwidth link.
A similar situation can occur for a stub AS connected to a cheap and a more
expensive upstream provider. In practice the manipulation of the local-pref
attribute can also be based on passive or active measurements [67]. Recently,
a few companies have implemented solutions [68] that allow multi-homed stub
ASes and content-providers to engineer their outgoing interdomain traffic. These
solutions usually measure the load on each interdomain link of the AS and some
rely on active measurements to evaluate the performance of interdomain paths.
Based on these measurements and some knowledge of the Internet topology (ei-
ther obtained through a central server or from the BGP router to which they
are attached), they attach appropriate values of the local-pref attribute to
indicate which route should be considered as the best route by the BGP routers.
We will evaluate the impact of local-pref by using simulations in section 9.5.

A second technique, often used by large transit ISPs, is to rely on the in-
tradomain routing protocol to influence how a packet crosses the transit ISP. As
shown in Figure 11, the BGP decision process will select the nearest IGP neigh-
bour when comparing several equivalent routes received via iBGP. For example,
consider in Figure 10 that router Ra7 receives one packet whose destination is
R45. The BGP decision process of router Ro7; will compare two routes toward
R,5, one received via Rsg and the other received via Rsg. By selecting router
Rsg as the exit border router for this packet, AS2 will ensure that this packet
will consume as few resources as possible inside its own network. If a transit AS
relies on a tuning of the weights of its intradomain routing protocol as described
in [69], this tuning will indirectly influence its outgoing traffic.

9.2 Control of the Incoming Traffic

In contrast to the outgoing traffic, it is much more difficult to control the incom-
ing traffic with BGP. Nevertheless access providers can utilise some techniques
to influence how the interdomain traffic enters their AS. We first briefly describe
these techniques, then we present the simulation model that we used to evaluate
one of those techniques and discuss the simulation results in section 9.4.

The first method that can be used to control the traffic that enters an AS is
to rely on selective advertisements and announce different route advertisements



on different links. This method suffers from an important drawback: if a link
fails, the prefixes that were only announced through the failed link will not be
reachable anymore.

A variant of the selective advertisements is the advertisement of more specific
prefixes. This technique relies on the fact that an IP router will always select in
its forwarding table the most specific route for each packet (i.e. the matching
route with the longest prefix). For example, if a forwarding table contains both a
route toward 16.0.0.0/8 and a route toward 16.1.2.0/24, then a packet whose
destination is 16.1.2.200 would be forwarded along the second route. This fact
can be used to control the incoming traffic by advertising a large aggregate on all
links for fault-tolerance reasons and specific prefixes on some links. The advan-
tage of this solution is that if a link fails, the less specific prefix remains available
on the other link. Unfortunately, a widespread utilisation of this technique is re-
sponsible for a growth of the BGP routing tables. To reduce this growth, many
large providers have implemented filters that reject advertisements for too long
prefixes [66].

Another method consists in allowing an AS to indicate a ranking among
the various route advertisements that it sends. Since the length of the AS-Path
appears as the second criteria in the BGP decision process, a possible way to
influence the selection of routes by a distant ASes is to artificially increase the
length of the AS-Path of less preferable routes. This is typically done by inserting
several times its own AS number in the AS-Path. Based on discussions with
network operators, it appears that the number of times the own AS is prepended
to achieve a given goal can only be found on a trial and error basis.

The last method to allow an AS to control its incoming traffic is to rely on the
multi-exit-discriminator (MED) attribute. This optional attribute can only
be used by an AS multi-connected to another AS to influence the link that should
be used by the remote AS to send packets toward a specific destination. It should
however be noted that the utilisation of the MED attribute is usually subject to
a negotiation between the two peering ASes and some ASes do not accept to
take the MED attribute into account in their decision process. Furthermore, the
utilisation of this attribute may cause persistent oscillations [70].

9.3 Simulation Model

The first element of our simulation model is our simulation environment: Javasim
[71]. Javasim is a scalable event-driven simulator developed by Hung-Ying Tyan
and many others at Ohio-State University. Javasim is written in Java for porta-
bility reasons and contains realistic models of various Internet protocols. Al-
though Javasim supports several routing protocols, it did not contain any BGP
model. Instead of developing a BGP model from scratch, we choose to port®
and enhance the BGP implementation developed by B. J. Premore [72] for
SSEFNet [73]. This model has been extensively validated and tested and has

8 Our modifications to Javasim are available from http://wuw.javasim.org.



already been used for several simulation studies [74,75]. We have enhanced it to
better support the routing policies that are often used by ISPs as shown earlier.

The second element of our simulation model is the network itself. Since our
goal is to evaluate the performance of interdomain traffic engineering, we need
a realistic model of the Internet. To evaluate AS-Path prepending, we choose to
build each AS as composed of a single router that advertises a single IP prefix.
This router runs the BGP protocol and maintains BGP sessions with routers in
neighbouring ASes. The second element that we needed to specify is the topology
of the interdomain links.

An interdomain topology could be obtained from a snapshot of the current
Internet, such as the one analysed in [53]. However, a drawback of this approach is
that then it is difficult to perform simulations with various topologies to evaluate
the impact of the topology on the results. A second method is to rely on a
topology built by topology generators. Various topology generators have been
proposed and evaluated in the last few years (see [76,77] and the references
therein). It is admitted that two classes of generators can be used: structural
and degree-based generators. Structural generators attempt to reproduce the
real Internet hierarchy (i.e. tiers, transit ASes and stubs) while degree-based
generators approximate a specific property of the real topology, the node degree
distribution. It has been shown in [76] that the Internet hierarchy can be better
approximated with topologies produced by degree-based generators. Moreover,
[77] indicates that degree-based generators are also better suited to approximate
the structure of the Internet. Indeed, such generators implicitly create hierarchies
closely related to the current Internet hierarchy.

We relied on a degree-based topology generator to produce the various In-
ternet topologies used for the simulations. Our topologies have been generated
with Brite [78] which is a highly configurable generator. One of its interesting
features is the ability to produce topologies with ASes only, intended to simulate
the interdomain level. Brite is able to rely on various mathematical models to
generate a topology. We have chosen the Barabasi-Albert model [79] because it
is degree-based. This model builds the topology sequentially by adding one AS
at a time while relying on two simple principles[80]:

— Growth: each node that must be added to the topology is connected to m
existing nodes (where m is a parameter of the generator).

— Preferential Attachment. when a new interdomain link is created, it connects
the AS being added to an existing AS. This AS is selected with a probability
which depends on the number of links already attached to each AS. This
means that an AS with a lot of interdomain links will be attached to other
ASes with a high probability.

A consequence of these two principles is that the ASes which are generated
first (i.e. those with a low identifier) have a greater connectivity than the ASes
generated last (i.e. those with a large identifier).

In our simulations we use an interdomain topology with two types of ASes.
The core of the network is composed of a few hundred transit ASes. This core



is generated by using Brite. Note that we do not consider hierarchy in the core.
For this reason, all core ASes all advertise their full routing table to their neigh-
bouring ASes and no routing policies have been defined for the core ASes.

In addition to the core, our topologies also contain a few hundred stub ASes.
Those stub ASes are added to the topology generated by Brite by following
a preferential attachment principle (the probability for an AS in the core to be
connected to a stub is function of its current connectivity). Each stub has exactly
two connections to two different transit ASes in the core. These connections
represent customer-to-provider links where the stub is the customer and the
ASes in the core are the providers. We configured BGP policies on the stub
ASes to ensure that those ASes do not provide any transit. In the following, we
call 1owID provider (resp. highID provider), the provider of the considered stub
AS with the lowest (resp. highest) AS number and lowID link (resp. highID
link), the link that leads to this provider.

We have introduced the stub ASes in our network topologies for two reasons.
First, they represented 85.6% of the number of ASes on the Internet in October
2002. Second, they will serve as measurement points to evaluate the impact of
AS-Path prepending on the routes selected by the BGP decision process of each
simulated router.

We have performed simulations with several topologies. Due to space limita-
tions, we restrict our analysis to two representative topologies. The first topology
is composed of a lightly connected core with 200 ASes. This topology was pro-
duced by Brite with the value of the m parameter set to 2. 400 dual-homed
stub ASes were attached to the core ASes with preferential attachment. In total,
when considering both the stub and the transit ASes, this topology contains
1594 interdomain links.

The second topology is composed of a dense core with 200 ASes. This core
was produced by Brite with the value of the m parameter set to 4 to model a
core composed of ASes with a higher connectivity. We have connected 200 dual-
homed stub ASes with preferential attachment to this dense core. In total, this
second topology contains 1980 interdomain links.

Due to the memory constraints we were not able to perform simulations with
more than about 2500 BGP peering sessions. This is one order of magnitude less
than the number of interdomain relations reported in [53], but more than one
order of magnitude more links than in existing traffic engineering studies.

Another element that should be considered in such a model is the amount
of traffic sent by each AS towards each remote AS. In section 8, we have shown
that a small number of ASes were responsible for a large fraction of the traffic
received by the two studied ISPs. However, those measurement are not sufficient
to allow us to determine the behaviour of hundred different ASes and how their
traffic would be distributed among the Internet. Developing such a model is
outside the scope of this chapter and for the simulations described below, we
will consider the interdomain paths between all AS pairs without considering
the amount of traffic exchanged.



To evaluate the impact of this BGP traffic engineering technique, we use the
stub ASes as measurement points. After a sufficient time to allow the BGP routes
to converge, each router sends a special IP packet with the record route option
toward each remote stub AS. The stub ASes collect the received TP packets
and by analysing the record route option of each received packets, we can
determine all the interdomain paths followed by IP packets. The analysis of all
these interdomain paths allows us to study the impact of BGP traffic engineering
techniques.
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Fig. 16. Distribution of interdomain paths without prepending for lightly (left) con-
nected and dense (right ) core

For our first simulation, we configured the stub ASes to send their BGP
announcements without any AS-Path prepending. Figure 16 shows, for each
stub AS, the percentage of the interdomain paths that end on this stub AS and
are received via its lowId provider. To plot this figure, we have ordered the stub
ASes that appear on the x-axis in decreasing percentage of the interdomain paths
received via their 1owID provider. This ordering, determined for each topology,
is used for all simulation results described in the remainder of this section.

Several points need to be mentioned concerning Figure 16. First, the distri-
bution of the interdomain paths is not uniform. For both core networks, some
stub ASes receive almost all their interdomain packets via one of their providers.
The stub ASes that receive almost all their interdomain packets via their LowID
provider are usually attached to a dense 1owID provider and a highID provider
with a very weak connectivity. For the stub ASes that receive almost all their
interdomain packets via their highID provider, the reason is that this provider is
closer to the core ASes with the higher connectivity than their 1owID provider.
Note that with the dense core this situation occurs less often.

A second point to be mentioned is that for the lightly connected core, about
66% of the stub ASes receive more than 60% of their interdomain packets via
their lowID provider. This is due to the fact that, thanks to its connectivity,
the lowID provider is, on average, closer to most destinations than the highID



provider. For the dense core, results are similar: 72.5% of stub ASes receive more
than 60% of their traffic through their 1owID link.

9.4 Evaluation of AS-Path Prepending

As described earlier, AS-Path prepending can be used by an ISP to control the
flow of its incoming traffic by announcing on some links routes with an artificially
long AS-Path. Although this technique is used today in the Internet ([64] reports
that AS-Path prepending affected 6.5 % of the BGP routes in November 2001),
there has not been any analysis of its performance to the best of our knowledge.
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To evaluate the impact of AS-Path prepending we performed several simu-
lations with the stub ASes configured to send prepended routes to one of their
upstream providers. In all simulations, we configured all stub ASes in the same
manner to ease comparisons. For our first simulation, each stub AS sent routes
with its own AS number prepended once to its lowID provider and without
prepending to its highID provider. In practice, a stub AS could use this prepend-
ing to better balance its traffic between its two upstream providers if it receives
more traffic via its lowID provider.

Figure 17 shows the impact of this prepending on the distribution of the
interdomain paths. In this figure, we show the distribution without prepending
that was presented in Figure 16 as a reference and use the ordering from this
figure to plot the distribution of the interdomain paths with prepending.

The analysis of the simulation with the lightly connected core (Figure 17,
left) reveals several interesting results. First, as expected, the distribution of the
interdomain paths is affected by the utilisation of AS-Path prepending. One can
see on Figure 17 that with an AS-Path prepending of one on the lowID link,
the distribution of the interdomain paths has changed for almost all stub ASes.
With this amount of prepending, 79% of the stub ASes receive now less than
40% of their interdomain paths via their lowID provider.



However, a second important point to mention is that the influence of AS-Path
prepending is different for each stub AS: some receive all their traffic through
the highID link while other ASes seem not to be affected. This implies that it
can be difficult for a stub AS to predict the impact of the utilisation of AS-Path
prepending on the distribution of its incoming traffic. This difference is due to
the structure of the topology. In our topology as in the Internet, there exists
a path between the two upstream providers of a stub AS. The length of the
path between these two upstream providers determines the distribution of the
interdomain paths after prepending. Let us first consider what happens when
the two upstream providers of a stub AS are directly connected. In this case,
the lowID provider will receive a direct route of two AS-hops and a route of
two AS-hops through the highID provider. When comparing these two routes,
the BGP decision process in our model relies on its random tie-breaker to se-
lect one over the other since no routing policies have been configured for core
ASes. If the BGP decision process of the lowID provider selects the route via
the highID provider, then the stub will receive all the interdomain paths via its
highID provider. When the two providers are not directly connected, then the
impact of the distribution of the interdomain paths depends on their respective
connectivity.

In the topology with the dense core, the utilisation of AS-Path prepending
has a stronger influence on the distribution of the interdomain paths as shown in
Figure 17 (right). After prepending, most stub ASes receive less than 40% of their
interdomain paths via their lowID provider. As with the lightly connected core,
after prepending some stub ASes do not receive traffic via their 1lowID provider
anymore. The difference between the lightly and the dense core topologies can be
explained by the connectivity of the providers. In the dense core, there are more
direct links between providers and the providers with the lower connectivity
have a much better connectivity than the less connected providers in the lightly
connected core.
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Prepending twice modifies significantly the distribution of the interdomain
paths as shown by the simulation results in Figure 18. For the lightly connected
core, only 3 stub ASes still receive more than 30% of the interdomain paths
via their lowID provider after prepending. Furthermore, 86% of the stub ASes
receive less than 10% of their traffic through the prepended provider. This means
that after prepending twice on the lowID link, almost all the interdomain paths
have been shifted to the other link. The 3 stub ASes for which the effect is less
important have actually a very good connectivity via their 1owID provider and a
very weak connectivity via their highID provider. On the dense core, prepending
twice on the 1owID link moves almost all the interdomain paths on the highID
link.

Prepending 7 times, or more, is often used on backup links that should only
be used in case of failures. Our simulations with this amount of prepending
show that all the interdomain paths are received via the highID provider. This
is because the topologies we used do not contain routes longer than 6 AS hops.
This is similar to the current Internet, where most routes have a length between
2 and 4 AS hops and very few routes a longer than 6 AS hops.
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Fig. 19. Distribution of the interdomain paths after prepending once on the highID
link for the lightly (left) and dense (right) cores

We have also studied the effect of prepending on the link to the highID
provider. Figure 19 shows that in this case, the distribution of the interdomain
paths is much more affected than when prepending was used on the link to
the 1owID provider. This result was expected since the highID provider has a
weaker interdomain connectivity than the 1owID provider. As when prepending
was used on the lowID link, the effect of prepending is not the same for all stub
ASes. For the lightly connected core, 97 % of the stub ASes receive less than
30% of their traffic through their highID provider. A few stub ASes still receive
a large part of their interdomain paths via their highID link provider despite
the prepending. This is due to the good connectivity of the highID providers
connected to these stub ASes.



For the dense core, the impact of AS-Path prepending on the distribution
of the interdomain paths is even more important as shown in the right part
of Figure 19. Indeed, 84% of the stub ASes receive more than 95% of their
interdomain traffic through their lowID provider.

Simulations with larger amounts of AS-Path prepending on the highID link
have shown that most of the interdomain paths are received via the lowID
provider. For example, for the dense core, all stub ASes receive less than 10 %
of the interdomain paths via their highID provider when the stub ASes prepend
twice the routes announced to this provider. For the dense core, all stub ASes
receive less than 2% of the interdomain path via their highID provider after
prepending twice.

9.5 Influence of local-pref

In the previous section, we have studied the impact of AS-Path prepending by
studying the distribution of the interdomain paths starting from each AS and
ending inside each stub AS. This study has been performed by assuming that
each source of an interdomain path sends its packets along the best path selected
by its decision process. However, as discussed in section 9.1, each AS can easily
control its outgoing traffic by using the local-pref attribute which is evaluated
first in the BGP decision process.

To evaluate the impact of the utilisation of the local-pref attribute by the
stub ASes, we performed the same simulations as above, but by first configuring
local-pref on each stub AS to force it to send all its packets via its lowID
provider. Figure 20 compares the distribution of the interdomain paths in this
simulation with the distribution obtained (see Figure 16 ) when each stub AS
sent its packets along its best path toward each destination.

Surprisingly, based on this simulation result, the upstream provider selected
by the stub ASes has only a minor influence on the distribution of the inter-
domain paths. This result is confirmed when we configured each stub AS to
send their packets via their highID provider as shown in Figure 20 (right). A
closer look at the results shows that 68% of the stub ASes receive more than
60% of their interdomain paths through their lowID provider when each stub
AS sends its packets via its LowID provider. On the other hand, 66% of the stub
ASes receive more than 60% of the their interdomain paths through their 1owID
provider when each stub AS sends its packets via its highID provider. Similar
results were obtained with the dense core and when prepending was used.

This result can be explained by analysing all the interdomain paths. A closer
look at those paths reveals that a small number of core ASes appear in a large
fraction of those paths. In Figure 21, we show for the number of appearance
of each core AS in these interdomain paths. Since each AS sent an IP packet
with the record route option to each of the other 599 ASes reachable in our
topology, there were 358801 interdomain paths. The analysis of those paths
reveals that some ASes of the core appear in a very large number of interdomain
paths and that many ASes only appear in a small number of paths. In the lightly
connected core, one AS appeared in 100031 interdomain paths when the stub
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ASes sent their packets along their best path. This number changed to 109527
(resp. 105236) when the stub ASes sent all their packets via 1owID (resp. highID)
provider. Figure 21 shows that the number of interdomain paths passing via each
core AS does not change significantly when the stub ASes select one upstream
provider or another.
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Based on these simulation results, it appears that the coupling between the
traffic engineering techniques that allow stub ASes to control the flow of their
incoming and the outgoing traffic is very weak. This weak coupling implies that
the first hops of the path used by a stub AS to send its packets do not significantly
influence the last hops of the path that these packets will take to reach their
final destination.

10 An Approach for the Propagation of Quality of
Service Information

Value-added IP service offerings that are likely to be deployed over the Internet
often imply the negotiation of QoS requirements between a customer and a



provider, customers possibly being providers themselves. Such QoS information
includes parameters like one-way transit delays, inter-packet delay variations,
loss rates, etc. [81]. This information can also be inferred by a DiffServ Code
Point (DSCP) [2], marking indication, so that a given destination (an IP prefix
or a host) could be reachable by different routes, depending on the level of quality
both customer and provider have agreed upon.

The enforcement of end-to-end QoS policies is therefore conditioned by the
provisioning of resources across domains. The characteristics of these resources
will have to comply as much as possible with contractual QoS requirements,
which means that the routers involved in the forwarding of the corresponding
traffic should be aware of this QoS information, so that it might influence their
routing decisions accordingly.

Generally speaking, the BGP attributes that have been specified so far en-
able the enforcement of a high-level kind of inter-domain routing policy, where
service providers can influence the selection of the adjacent domain to reach a
given destination. Nevertheless, this is the kind of information that cannot be
propagated across domains, and that currently lacks of ”QoS-related” knowl-
edge, made of the valued parameters that have been introduced in the beginning
of this section.

We believe there is a need for a finer granularity, where service providers
would have the ability to exchange information about the classes of service they
currently support, the destination prefixes that can be reached by means of
traffic-engineered routes that have been computed and selected within their do-
main, as well as any kind of QoS indication that may contribute to the enforce-
ment of end-to-end QoS policies.

From this perspective, the BGP4 protocol is one of the possible vectors for
conveying QoS information between domains. A different way of extending BGP
to convey QoS information has been described in [82].

10.1 Propagating Quality of Service Information between Domains

The choice of using the BGP4 protocol for exchanging QoS information between
domains is not only motivated by the fact this is currently the only inter-domain
(routing) protocol activated in the Internet, but also because the manipulation
of attributes is a powerful means for service providers to announce QoS infor-
mation with the desired level of precision. The approach relies upon the use of
an additional attribute, and has identified the following requirements.

First, the approach must be kept scalable. The scalability of the approach can
be defined in many ways that include the convergence time to reach a consistent
view of the network connectivity, the number of route entries that will have to be
maintained by a BGP peer, the dynamics of the route announcement mechanism
(e.g., how frequently and under which conditions should an UPDATE message
containing QoS information be sent?), etc. Second, the operation of the BGP4
protocol must be kept unchanged. The introduction of a new attribute should not
impact the protocol machinery, but the information contained in this attribute
may very well influence the BGP route selection process. Third, the approach



must allow a smooth migration. The use of a specific BGP attribute to convey
QoS information should not constrain network operators to migrate the whole
installed base at once, but rather help them in gradually deploying the QoS
information processing capability.

The QOS_NLRI attribute To propagate QoS-related information across do-
mains by means of the BGP protocol, an additional BGP4 attribute, named the
QOS_NLRI (QoS Network Layer Reachability Information) attribute is specified
in [83].

The QOS_NLRI attribute can be used for two purposes. First, it can be used
to advertise a QoS route to a peer. A QoS route is a route that meets one or
a set of QoS requirement(s) to reach a given (set of) destination prefixes. Such
QoS requirements can be expressed in terms of minimum one-way transit delay
to reach a destination, the experienced delay variation for IP datagrams that
are destined to a given destination prefix, the loss rate experienced along the
path to reach a destination, and/or the identification of the traffic that may use
this route (identification means for such traffic include DSCP (DiffServ Code
Point) marking). These QoS requirements can be used as an input for the route
calculation process embedded in the BGP peers.

Second, the QOS_NLRI attribute can be used to provide QoS information
along with the NLRI information in a single BGP UPDATE message. It is as-
sumed that this QoS information will be related to the route (or set of routes)
described in the NLRI field of the attribute.

From a service provider’s perspective, the choice of defining the QOS_NLRI
attribute as an optional transitive attribute is basically motivated by the fact
that this kind of attribute allows for gradual deployment of QoS extensions to
BGP4: not all the BGP peers are supposed to be updated accordingly, while
partial deployment of such QoS extensions can already provide an added value
as a means to enforce traffic engineering policies across domains that belong
to the same network operator. For example, this would yield QoS-aware BGP
route computation and selection for the range of value-added IP services offerings
provided by the ISP, as well as an enhanced network resource optimisation and
planning within the corresponding domains.

The contents of the QOS_NLRI attribute have been designed so that: ()
there is enough room to convey any kind of QoS information. The QoS informa-
tion that has been identified so far includes transit delay information, loss rate,
bandwidth information and Per Hop Behaviour (PHB) identification, (%) the
QoS information is tightly related to the destination prefixes that are contained
in the NLRI field of the attribute, so as to allow for a route-level granularity
whenever appropriate(instead of an AS-level granularity), as mentioned earlier,
as one application example of [84] and (i) The QoS information can be asso-
ciated to other network protocols than IPv4, including its version 6 [85] whose
header format includes implicit traffic engineering capabilities that should allow
for an even finer level of granularity.



Basic operation The QOS_NLRI attribute is conveyed in BGP UPDATE mes-
sages that are exchanged between peers of different domains. BGP routers that
are capable of processing the information contained in the QOS_NLRI attribute
can provide this indication to their peers by means of the Capabilities Adver-
tisement mechanism, as defined in [86].

By processing the QoS information contained in the QOS_NLRI attribute,
we basically mean two different operations. First, the QoS information can be
altered as long as it crosses the Internet. For example, one-way transit delay
information can be modified by means of additive operation, whenever the in-
formation is propagated hop-by-hop between domains. And second, the QoS
information can actually influence the BGP route selection process.

Because it is an optional and transitive attribute, the QOS_NLRI attribute
will be propagated across domains, even though there may be peers along the
path that are unable to process the information conveyed in the attribute. In
this case, the Partial bit of the attribute will be set by such peers, meaning that
the information propagated by the attribute is incomplete.

10.2 Simulation work

The simulation work aims at validating the technical feasibility of the approach
(hence qualifying the added value introduced by the use of the QOS_NLRI at-
tribute). It is also intended to focus on the scalability of the approach, within
the context of the enforcement of inter-domain traffic engineering policies.

The simulation work has been organised as a step-by-step approach, which
consists in the following four phases.

First, an IP network composed of several autonomous systems is modelled.
Since this simulation effort is primarily focused on the qualification of the scala-
bility related to the use of the QOS_NLRI attribute for exchanging QoS-related
information between domains, it has been decided that the internal architecture
of such domains be kept very simple, i.e. without any specific IGP interaction

Second, inside this IP network, some BGP peers that are QOS_NLRI aware,
i.e. they have the ability to process the information conveyed in the attribute,
while the other routers do not recognise the QOS_NLRI attribute by definition.
Those routers will forward the information to other peers, by setting the Partial
bit in the attribute, meaning that the information conveyed in the message is
incomplete. This approach allows to elaborate on the added value introduced by
a gradual deployment of the QoS extensions to BGP4.

Third, as far as QOS_NLRI aware BGP peers are concerned, they will pro-
cess the information contained in the QOS_NLRI attribute to possibly influence
the route decision process, thus yielding the selection (and the installation) of
distinct routes towards a same destination prefix, depending on the QoS-related
information conveyed in the QOS_NLRI attribute. From this implementation
perspective, the BGP routing tables have been modelled so that they contain
a "sub-section” where QOS_NLRI-capable peers will store the information con-
veyed in the attribute.



The last phase is to modify the BGP route decision process: at this stage
of the simulation, the modified decision process relies upon the one-way delay
information and it also takes into account the value of the Partial bit of the
attribute.

Once the creation of these components of the IP network has been com-
pleted (together with the modification of the BGP route selection process), the
behaviour of a QOS_NLRI-capable BGP peer is as follows. Upon receipt of a
BGP UPDATE message that contains the QOS_NLRI attribute, the router will
first check if the corresponding route is already stored in its local RIB, according
to the value of the one-way delay information contained in both QoS Information
Code and Sub-code fields of the attribute.

If not, the BGP peer will install the route in its local RIB. Otherwise (i.e.
an equivalent route already exists in its database), the BGP peer will select the
best of both routes according to the following criteria:

If both routes are said to be either incomplete (Partial bit has been set) or
complete (Partial bit is unset), the route with the lowest delay will be selected,
Otherwise, a route with the Partial bit unset is always preferred over any other
route, even if this (complete) route reflects a higher transit delay.

If ever both Partial bit and transit delay information are not sufficient to
make a decision, the standard BGP decision process (according to the breaking
ties mechanism depicted in [5]) is performed.

A case study The current status of the simulation work basically relies upon
the one-way transit delay information only, as well as the complete/incomplete
indication of the Partial bit conveyed in the QOS_NLRI attribute.

The IP network has been modelled so that it is composed of 6 autonomous
systems and 11 BGP peers. Future scenarios will be composed of more ASs.
Figures /reffigure:case-study depicts the actual processing of the QoS-related
information conveyed in the QOS_NLRI attribute, depending on whether the
peer is QOS_NLRI-aware or not.

Figure 22 depicts the modelled network for a first case study. In this figure,
the routers marked with an asterisk support the QOS_NLRI attribute while the
others do not and the arrows indicate the delays known by each QOS enabled
router. Let us consider the propagation of a BGP UPDATE message that con-
tains the QOS_NLRI attribute, in the case where the contents of the attribute
are changed, because of complete/incomplete conditions depicted by the Partial
bit of the QOS_NLRI attribute.

Router S is a QOS_NLRI-capable speaker. Assume that it takes 20 millisec-
onds to node S to reach network 192.0.20.0: this information will be conveyed in
a QOS_NLRI attribute that will be sent by node S in a BGP UPDATE message
with the Partial bit of the QOS_NLRI attribute unset.

Router A is another QOS_NLRI BGP peer, and it takes 3 milliseconds for
A to reach router S. Node A will update the QoS-related information of the
QOS_NLRI attribute, indicating that, to reach network 192.0.20.0, it takes 23



Fig. 22. A case study

milliseconds. Router A will install this new route in its database, and will prop-
agate the corresponding UPDATE message to its peers.

On the other hand, router B is not capable of processing the information
conveyed in the QOS_NLRI attribute, and it will therefore set the Partial bit of
the QOS_NLRI attribute in the corresponding UPDATE message, leaving the
one-way delay information detailed in both QoS Information Code and Sub-code
unchanged.

Upon receipt of the UPDATE message sent by router A, router E will up-
date the one-way delay information since it is a QOS_NLRI-capable peer. Finally,
router D receives the UPDATE message, and selects a route with a 40 millisec-
onds one-way delay to reach network 192.0.20.0.

This example shows that the selection of a delay-based route over a BGP
route may not yield an optimal decision. In the above example, the 40 ms-route
goes through routers D-E-A-S, while a "truly optimal” BGP route would be
through routers D-E-F-A-S, hence a 38 ms-route. This is because of the iBGP
rule that does not allow router F to send an UPDATE message towards router
E, because router F received the UPDATE message from router A thanks to the
iBGP connection it has established with A.

These basic observations confirm that the enforcement of a QoS policy be-
tween domains by using the BGP4 protocol is obviously conditioned by the
BGP4 routing policies that are enforced within each domain.

Preliminary simulation results Figure 23 reflects the first results obtained
from a simulation network composed of 9 autonomous systems and 20 BGP
peers. It shows the impact of the introduction of QOS_NLRI-capable peers in
the network, where the enhanced route selection process results in an increase
of the percentage of satisfied QoS requirements, especially in the region where
these requirements are stronger (simulation units are arbitrary units so as to
provide a better readability of the chart. In practice, such units would be ex-
pressed in milliseconds if the one-way transit delay were the key differentiator
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Fig. 23. Preliminary results of QOS_NLRI-capable peers.

for route computation). Furthermore, the chart clearly shows that the efficiency
of a QOS_NLRI-inferred BGP route selection process is critical for the strongest
requirements (e.g. for real-time traffic) at the sole expense of introducing a new
attribute (and possibly influencing the breaking ties’ mechanism logic), without
questioning the BGP-based exchange of information between the domains of the
Internet, as it’s been done for several decades.

11 Improving Communication Qualities through
Multi-homing

Since global connectivity has become a critical resource for organisations, sites
attempt to improve the qualities of their communication facilities obtaining In-
ternet connectivity through two or more providers. However, actual benefit ob-
tained depends on how end-hosts and the routing system cope with this multiple
path information, i.e. the multi-homing solution available. In the IPv4 Internet,
several multi-homing solutions have been deployed, providing different levels of
benefit. While some of them can be directly adopted in the IPv6 Internet, others
do not seem to be aligned with some key design criteria of IPv6, such as routing
system scalability or aggressive route aggregation, making them unsuitable for
direct adoption. In this section we will review and evaluate existent and proposed
solutions for the improvement of communication qualities through multi-homing.

11.1 Currently Available Solutions

In this section we will describe currently available multi-homing solutions. All
the solutions described are available for IPv4 and while it is also possible to
deploy them for IPv6, some of them are deemed unacceptable since they would
jeopardise routing system scalability features.



The Incumbent Solution: Indiscriminate Route Injection The most
widely deployed multi-homing solution in IPv4 is based on the announcement of
the site prefix through all its providers, as illustrated in figure 24.

'a N

PSite (BGP) Internet 3 PSite (BGP)

PA (BGV ) B (BGP)
— Link 1 ~ Link2 T T
ISPA > ISPB
\ Preﬁx PA s Prefix: PB |
- ‘\Lmk 3 Link/’ —

e ™ PSite (BGP)
PSite (BGP) ‘/’”' Site S /‘\

N Preflx PSlte ,,,‘

Fig. 24. Unrestricted route injection

In this solution, the site S obtains a prefix assigned directly from the RIR
(Regional Internet Registry) or from one of its providers (ISPA or ISPB). Then,
the site announces this prefix (PSite) to its providers using BGP. ISPA and ISPB
announce the prefix to its providers, and this process continues until the route
is announced into the Default Free Zone (DFZ). It must be noted that the PSite
prefix can be part of one provider aggregate or it can be obtained directly from
a RIR, although in any case the PSite prefix has to be announced separately
in order to avoid that the longest prefix match rule diverts all the traffic to the
provider announcing the more specific route.

This mechanism presents many desirable properties, such as optimal fault tol-
erance capabilities that includes preserving established connections throughout
an outage, since alternative routes are managed without end-node perception.
However, each multi-homed site using this solution contributes with two routes
to the DFZ routing table, imposing additional stress to already over-sized rout-
ing tables. A resulting concern is the growing time taken for route withdrawal,
that depending on the case can be long enough to cause retransmission from end-
hosts [87]. So, this solution that originally provided optimal functionality and
preserved almost unchanged established communications, currently is presenting
poor performance because of its own success. For this reason, this solution is not
considered to be acceptable for IPv6, for which some sort of provider aggregation
is to be adopted, as it is described next.

Available Solutions Compatible with the Provider Aggregation Scheme
In this section we will present solutions that are compatible with the usage of



provider aggregatable addresses. We will first describe the configuration of a
multi-homed site with provider aggregatable addresses and then we will present
several current available multi-homing solutions compatible with this configura-
tion.

Provider Aggregatable Addresses and Multi-homed Sites In order to reduce the
routing table size, the usage of some form of provider aggregation is recom-
mended, meaning that sites obtain prefixes which are part of the allocation of
their provider, so that its provider only announce its own aggregate. In this
scheme, the most beneficial aggregation is achieved by aggregating end-site pre-
fixes into the prefix allocated to their direct provider [88], so that direct provider
aggregation of end-sites is deemed necessary for scalability. Further aggregation,
i.e. the aggregation of provider prefixes into their upstream provider prefix, leads
to moderate aggregation benefits but it presents deployment challenges, making
its adoption uncertain.

When provider aggregation of end-site prefixes is used, end-site host inter-
faces obtain one IP address from each allocation in order to be able to receive
traffic through both providers. Note that ISPs only announce their aggregates
to their providers, and they do not announce prefixes belonging to other ISPs
aggregates.

This configuration presents several concerns:

— Additional address consumption, which may or may not be an issue depend-
ing on the protocol version used.

— Increased connection establishment time in case of failure. When Link 1
or Link 3 becomes unavailable, addresses containing the PASite prefix are
unreachable from the Internet. New incoming (from the site perspective)
connections addressed to PASite addresses will suffer from an increased es-
tablishment time, since the connection request to the unavailable address
will timeout and alternative address, containing PBSite prefix will be used.

— Established connections will not be preserved in case of an outage. If Link 1
or Link 3 fails, already established connections that use addresses containing
the PASite prefix will fail, since packets addressed to the PASite aggregate
will be dropped because there is no route available for this destination. Note
that an alternative path exists, but the routing system is not aware of it.

— Ingress filtering incompatibility. Ingress filtering is a widely used technique
for preventing the usage of spoofed addresses. However, in this configuration,
additional difficulties arise from the interaction between source address se-
lection mechanism and intra-site routing systems, since the packet exit path
and the source address carried in the packet must be coherent, in order to
bypass ingress filtering mechanisms.

— Source address selection difficulties. When Link 1 or Link 3 fails, site hosts
should not use addresses containing PASite prefix for initiating external
communications, since reply packets will be dropped because there is no
route available to the source address. If Link 3 is the one that has failed, the
site exit router connecting with ISPA can be aware of the outage and it can



propagate the information to the hosts, so that the unavailable addresses
is no longer used (this can be done using Router Advertisement [89] and
Router Renumbering [90]). However, if Link 1 is the unavailable one, the
situation cannot be solved using only these tools.

In brief, this configuration present better availability than the single-homed
configuration but it does not improve the qualities of established connections
during an outage. Therefore, additional mechanisms are needed to allow the
usage of provider aggregatable addresses while still obtaining benefits equivalent
to the incumbent multi-homing solution.

Auto-route Injection A multi-homing mechanism compatible with provider ag-
gregation is presented in [91] and it is based on the outage-triggered injection
of routes. In normal operation, the site S, that obtains one address block per
provider, announces via BGP PASite to ISPA and PBSite to ISPB. In case of
an outage, which can be detected by S by comparing the routing announcement
obtained from both ISPs, the site injects both prefixes to the still working ISP.

This solution preserves established communications in any failure mode in
which at least one path is available, and also allows new communications to be
established using all advertised addresses. The impact of the outage in commu-
nications depends on the location of the outage. If the outage is topologically
close to the site, route injection will be fast and routing system can converge
fast enough so that the communications remains unaware of the failure. How-
ever, as the topological distance from the site to the faulty device increases, the
time needed for route injection and routing system convergence grows, affecting
communication. The impact will be an increased delay, which can even imply
retransmissions from the source.

The presented mechanism preserves aggregation during normal operation and
it only injects additional routing information during outages. However, consid-
ering the size of the Internet, probably there will be many simultaneous outages
at any given time, so that additional routing information will always be present
in the global routing tables. This solution is already deployed in IPv4 and it is
susceptible to be deployed in IPv6. Whether the amount of extra information is
acceptable or not for IPv6 remains to be evaluated.

Multi-homing Support at Site Exit Routers. This mechanism, presented in [91]
and developed for IPv6 in [92], is aimed to provide last-hop link fault tolerance
which is achieved through tunnels between site egress routers (RA, RB) and ISP
border routers (BRB, BRA) as it is depicted in figure 25. In normal operation
tunnelled paths are advertised with a low priority, to guarantee that traffic is
routed through direct links whenever possible. In case of link failure, the link that
is down is no longer advertised as a valid route, so the tunnelled path becomes
the preferred route in spite of its low priority.

This mechanism has already been implemented in both IPv4 and IPv6 and
it is fully compatible with the provider aggregation scheme. In this case, the
solution provides better response times than the previous one in the case that the
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Fig. 25. Multi-homing support at site exit routers

outage is caused by a direct link failure. New connections can still be established
using all addresses, and established connections are preserved. The only impact
perceived by end-hosts is an increase of the transit delay due to the extra hops
introduced, and a reduction of the path MTU that can originate fragmentation
or packet loss.

The main drawback is the limited fault tolerance achieved by the solution,
since it only preserves connectivity through a direct link failure episode, while
other faults such as ISP breakdown remain uncovered.

11.2 Alternative Multi-homing Solutions

In this section we will present multi-homing solutions that have been proposed
but that have not been widely accepted yet. Some of these mechanisms are IPv6-
only, since they lie on special IPv6 features, such as the extended address range.
Others have been deployed for IPv6 but also apply for IPv4. We will classify the
presented solutions into two groups: host centric mechanisms and router centric
mechanisms.

Host Centric Solutions Host centric solutions are mechanisms residing on
hosts that deal essentially with address management to provide multi-homing
capabilities. So, the host is capable of discovering multiple alternative addresses
of the other end and it is also capable of discerning when to use them. In host
centric solutions, interaction with routing system may provide additional in-
formation so that if it is available, the multi-homing mechanism performance
improves, but if it is not, the solutions still work properly. Host solutions can be
implemented at three levels, namely network level, transport level and applica-
tion level, as it will be presented next.

Network Level Solutions A host network level solution is presented in [93]. In
this solution, identifier and locator functions of IP addresses are explicitly sep-



arated by defining a new type of address, called LIN6 generalised ID, which is
constructed concatenating a reserved prefix (the LING prefix) with the Interface
Identifier part of IPv6 addresses. These addresses are used by transport and
upper layers for identifying endpoints of communications, but they are never
transmitted in packets, since they are mapped into regular routable addresses
by the LIN6 module of the host network layer. Routable addresses are formed
by concatenating regular network prefixes delegated by ISPs and the Interface
Identifier of the interfaces.

LING generalised Identifiers are stored in the DNS and mapping information
is stored in Mapping Agents whose location can be found in newly defined DNS
records. Fault tolerance is supported by changing the routable address to which
the LING6 generalised ID is mapped to, i.e. when an ICMP error message is
received, an alternative routable address is used for the same LING generalised
ID. It should be noted that the IP layer is not connection oriented and no
connection timeout available to indicate that an error has occurred, so the only
available mechanism for fault detection is based on ICMP error messages.

Transport Level Solutions Transport layer solutions propose that a transport
layer connection can be identified not just by one IP address on each end, but
by a set of addresses on each end. An extension to TCP has been proposed
in [94], so that SYN packets carry several IP addresses available to reach the
source. This information can be transported either in a TCP option or in a new
IPv6 Extension Header. Fault tolerance is provided by switching addresses used
to reach the other end, and address switching is triggered by TCP connection
timeout.

A more sophisticated transport level solution is provided by the Stream Con-
trol Transport Protocol (SCTP) [95]. In this case, several IP addresses can be
also used to reach the other end of the communication, but more sophisticated
fault tolerance support is available based on a heartbeat mechanism to probe
correspondent endpoint reachability through every address. This improved mech-
anism enables an intelligent choice of the alternative address to use.

Application Level Solutions Another possible approach is to delegate multi-
homing support to the application level. This implies that applications must
deal with multiple addresses per endpoint i.e. they must be able to recognise
that packets coming from different source addresses belong to the same commu-
nication. This provides maximum flexibility to applications. However, this also
imposes extra complexity to application developers, who must deal with routing
and reachability issues, being this not always desirable.

Final Considerations on Host Centric Solutions Support for fault tolerance in
host centric solutions is based on retransmissions i.e. when an outage occurs,
packets are lost and optionally ICMP errors packets are sent or timeouts occur, so
the packet is retransmitted with an alternative address. In this type of solutions,
all failure modes are covered, since whenever a path is available through one of
the advertised addresses, the communication will be preserved. However, the host



becomes aware of the outage at some communication layer, since packets must
be retransmitted, introducing an increased delay in certain packets. It should be
noted that this delay will probably be higher than the one introduced by the
previous solution, in the case of a direct link outage.

Router Centric Solutions Currently deployed solutions are essentially router
centric solutions i.e. routers provide the capabilities needed for multi-homing
support while hosts remains unaware. This type of solutions has already proven
to provide good fault tolerance, but it also has exhibited scalability limitations.
Alternative mechanisms have been proposed which do not introduce additional
information into the global routing table and therefore preserve aggregation.
The Multi-Homing Aliasing Protocol (MHAP) [96] is a router mechanism that
proposes the usage of two address spaces, one for multi-homed endpoint identifi-
cation and another one for routing. In MHAP, multi-homed hosts are identified
by a special type of IPv6 addresses, called Multi-homed addresses which are
formed by a prefix specially reserved for these purposes concatenated with the
corresponding Interface Identifier. However, these addresses are not used to route
the packet through the Internet, but they are translated into regular Provider
Aggregatable addresses. So the typical communication between a single-homed
source and a multi-homed destination would be as follows: The source obtains
the multi-homed address of the destination host through a DNS query. Then it
sends the packet with the obtained multi-homed as destination address. When
the packet reaches the site exit router, a process within the router called the
MHTP client obtains the Provider Aggregatable addresses, and switches the
multi-homed address with one of the obtained addresses. Afterwards, the packet
is routed to the destination site using this address. Finally, the ingress router at
the destination site translates the destination address back to the original multi-
homed one. In this scheme, traffic addressed to multi-homed sites is translated
twice, so that end-hosts remain unaware of changes. Mapping information about
multi-homed addresses and Provider aggregatable addresses are exchanged on
demand by concerned routers using BGP. Fault tolerance capabilities are pro-
vided by exchanging keepalives between both end-site exit routers. If keepalives
are not received, an alternative address is used. It should be noted that keepalive
timeout can be tuned so that established communications do not timeout.

12 Summary and Conclusions

In this chapter, we have discussed several Internet traffic engineering techniques.
We have first addressed the needs of single autonomous systems by using Diff-
serv and MPLS. We have proposed an automated provisioning system, targeting
to support demanding traffic requirements (SLSes), while at the same time opti-
mising the use of network resources. We seek to place the traffic demands to the
network in such a way as to avoid overloading parts of the networks and minimise
the overall network cost. We devised a non-linear programming formulation and
we proved though simulation that we achieve our objectives.



Moreover, we presented how this intra-domain traffic engineering and provi-
sioning system can be policy-driven. We described the components of the nec-
essary policy-based system extensions that need to be deployed in order to en-
hance or modify the functionality of the policy influenced components reflecting
high-level business decisions. We then enlisted the policies which can be used to
influence the behaviour of Network Dimensioning and presented an example of
the enforcement of such a policy.

In the second part of this chapter we have discussed the traffic engineering
techniques that are applicable between autonomous systems. We have first de-
scribed the behavior of BGP and explained several techniques that can be used
to control the flow of interdomain traffic. We have also discussed the character-
istics of interdomain traffic and have shown that although an AS will exchange
packets with most of the Internet, only a small number of ASes are responsible
for a large fraction of the interdomain traffic. This implies that an AS willing to
engineer its interdomain could move a large amount of traffic by influencing a
small number of distant ASes. Second, the sources or destinations of interdomain
traffic are not direct peers, but they are only a few ASes hops away. This implies
that interdomain traffic engineering solutions should be able to influence ASes
a few hops beyond their upstream providers or direct peers.

We have then presented a detailed evaluation of techniques that can be used
to control the flow of the incoming traffic. Our detailed simulations of AS-Path
prepending has shown that it is difficult to utilize this technique to achieve a
given goal. Our simulations with local-pref have shown that the utilization of
this technique had only a small influence on the traffic received by remote stub
ASes.

We have then described the QoS_NLRI attribute that can be used to dis-
tribute QoS information between domains and have shown preliminary simula-
tion results. However, this BGP-based approach to inter-domain traffic engineer-
ing raises issues that remain un-addressed, like the scalability of the approach
and the QoS route aggregation capabilities of enhanced BGP peers.

Finally, we have discussed IPv6 multi-homing solutions. A set of current
multi-homing solutions have been presented, starting with currently deployed
ones and then presenting alternative new approaches that attempts to provide
multi-homing benefits without jeopardizing overall scalability. We have then an-
alyzed the improvements that each one of the described solutions provides from
the communications point of view. As a conclusion, no solution that has been
proposed yet combines scalability with the same benefits as the incumbent so-
lution, although the host-centric approach could be an acceptable one.
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